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Dynamics and Control of a Buoyancy-Driven
Underwater Vehicle for Estimating and Tracking the

Scattering Layer
Rachel J. Suitor1, Eric Berkenpas2, and Derek A. Paley3

Abstract—This paper presents the design of a control strategy
for an autonomous buoyancy-driven underwater vehicle, called
the Driftcam, tasked with estimating and tracking the pelagic
acoustic-scattering layer at depths of up to 700 meters. This
reference-tracking control design is an alternative to the onboard
control currently implemented on the Driftcam, as the existing
control architecture is not designed for time-varying setpoint
tracking. Tracking a known reference is presented using state-
feedback control for continuous- and discrete-time command
inputs. The known reference signal is chosen to represent the
pelagic scattering layer vertical migration dynamics, modeled
as a simple harmonic oscillator and estimated with a dynamic
observer. We define a measurement function for the depth-
varying density of organisms observable in the scattering layer.
Time-varying reference tracking control is presented using output
feedback for continuous- and discrete-time command inputs,
where the reference is the online position estimate of the
scattering layer. We also present an offboard trajectory motion
planning algorithm using the existing onboard controller to
emulate the response of the proposed reference tracking strategy.
Experimental results from laboratory and field testing of the
trajectory motion planner demonstrate that the buoyancy engine
can feasibly achieve the desired behavior of the reference-
tracking control strategy.

Index Terms—Marine robotics, underactuated robots, nonlin-
ear dynamics, motion planning and control

I. INTRODUCTION

THE National Geographic Driftcam is a robotic imaging
platform, pictured in Fig. 1a, with buoyancy-driven depth

control used to study the deep-water pelagic scattering layer.
The acoustic-scattering layer is a pelagic ecosystem consist-
ing of marine organisms that exhibit diel vertical migration,
following zooplankton up through the water column to feed
at shallow depths during the night [1]. This ecosystem is
the largest on the planet in terms of biomass and number
of individual organisms and is dense enough to be observed
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by sonar from surface vessels using an echosounder [1], [2].
While detail on specific species within the scattering layer
can be obtained by deploying a tethered echosounder at depth
to count and measure individual organisms [3], sonar alone
is not sufficient to make definitive conclusions about the
community structure and behavior within the layer. In some
cases there may be strong correlation between animal species
observed visually from an in situ platform and an acoustically
defined scattering layer [4], [5]. Additionally, there may be
assemblages that can be observed visually but not detectable
by sonar [6]. An optical in situ platform like Driftcam,
which is equipped with a high definition low-light video
camera (Fig. 1b), can provide vital complementary data when
deployed simultaneously with ship-based active acoustics.

Underwater vehicles often require difficult-to-design control
systems due to the nonlinear nature of their dynamics and
uncertain models of the underwater environment. Controllers
for underwater vehicles often focus on attitude control, result-
ing in overactuated vehicles with multiple thrusters [8], [9].
However, thrusters are disruptive to the pelagic ecosystem,
which makes it difficult to observe the natural behavior of the
scattering layer [5]. Techniques for imaging pelagic scattering
layer ecosystems typically use manned submersibles [4], [10],
[11], remotely operated vehicles [11]–[14] or autonomous
underwater vehicles [15]–[18]. Lagrangian floats employing
active buoyancy control have been employed globally for
ocean chemistry measurements and are optimized for low
payload and long endurance [19]. Robotic floats have been
fitted with cameras for pelagic surveys [19] and seafloor
surveys [20]. The Driftcam was developed as an alternative to
these technologies providing a unique combination of payload
capacity, a large battery system, high-performance cameras,
powerful lights, ease of deployment, recoverability, and cost.
It is a robotic float that is buoyancy controlled and passively
stable in vertical orientation [21], [22].

Prior work developed the Driftcam vehicle and buoyancy
engine, focusing on station-keeping depth control [5], [7]. In
this paper, we expand on our prior work by introducing an
estimation and control strategy for Driftcam to track a time-
varying reference that represents the scattering layer and a
trajectory-planning algorithm for automated operation.

The technical approach is to design complementary onboard
control and offboard guidance of the Driftcam vehicle based
on a dynamic model of a single particle with two degrees of
freedom. We design a control strategy for nonlinear reference
tracking using an error-based method [23] in continuous and
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Fig. 1. (a) Driftcam in the Neutral Buoyancy Research Facility at the University of Maryland [7]; (b) Driftcam’s major components [7]; (c) position coordinates.

discrete time. Furthermore, we use an estimation strategy
with the scattering layer dynamics to track a time-varying
reference representing the scattering layer depth, to simulate
a layer depth observed with an echo sounder or cameras
in a controlled manner. This work lays the groundwork
for autonomous operation of the Driftcam using onboard
measurements with minimum reliance on the surface vessel.
Continuous communication between the surface vessel and
the Driftcam interferes with the data collection of the ship’s
echosounder. Therefore, contact with the surface vessel is lim-
ited to intermittent feedback control inputs sent to the vehicle
at discrete time intervals through a low-bandwidth acoustic
link. This intermittent control strategy is also applicable to
underactuated robotic systems in air and space domains.

The specific contributions of this paper are (1) a strat-
egy for state- or output-feedback control to track a time-
varying reference signal by adjusting the vehicle’s depth using
continuous- or discrete-time updates; and (2) an offboard
guidance strategy that utilizes the low-bandwidth acoustic
communication between the surface vessel and Driftcam to
implement the reference-tracking algorithm without modifying
the existing onboard controller. The onboard controller is
designed to decrease reference-tracking error, whereas the
offboard guidance is designed to increase automation and
overall autonomy of the system. Such an increase in autonomy
is necessary for deployment of multiple Driftcams where it
becomes prohibitively difficult for human operators to monitor
and control multiple vehicles simultaneously. The offboard
guidance framework allows new software to be tested offshore
with reduced risk by allowing a human-in-the-loop. Simula-
tion results demonstrate convergence of the proposed control
strategy. Simulation and experimental results, including sea
trials near Bermuda, demonstrate the closed-loop response of
the vehicle as configured in [5] and [7].

The outline of the paper is as follows. Section II describes
the dynamics of the Driftcam vehicle and a model for the
scattering layer dynamics. Section III presents and analyzes
a theoretical strategy for tracking a time-varying reference.
Section IV presents the automatic trajectory planner and ex-

perimental results from laboratory and field testing. Section V
summarizes the paper and ongoing work.

II. SYSTEM BACKGROUND

A. Platform Description

The Driftcam (Fig. 1b) is an isobaric robotic float containing
an electrically actuated pump driven by a high-torque stepper
motor. Like most commercially available profiling floats, the
Driftcam utilizes a reciprocating pump for oil displacement
[24]. The engine transfers mineral oil from a 2-liter reservoir
inside a spherical glass pressure housing to an external oil
bladder to effect volume adjustment. The pump is controlled
by a low-power 16-bit microcontroller that utilizes a com-
mercially available pressure-based sensor that applies a linear
conversion based on a simplification of the Saunders and
Fofonoff method [25] to provide depth feedback. In addition to
the pressure sensor, the platform includes a temperature sensor,
attitude sensors, and a camera array. An embedded Linux
computer enables image capture and real-time processing
of frames from the camera array. Two LED lamps provide
artificial lighting for the camera array and strobe on the
surface. A drop weight released by a burn-wire is used to
reduce ballast in the event of a system failure. An integrated
VHF and Iridium beacon is used to aid surface localization
and recovery. A more detailed description of the electrical and
mechanical design of the Driftcam can be found in [7].

B. Driftcam dynamics and control

This section describes an idealized model of the dynamics
and onboard control of the Driftcam, presents laboratory
experimental results for onboard control, and describes a
simplified model for the scattering layer migration dynamics.

During dives, the Driftcam is trimmed to be neutrally
buoyant at deployment and can achieve a maximum vertical
speed of approximately 20 cm/s [7]. Nominally, the maximum
operational speed is constrained to 12 cm/s. Because of the
nonlinear relationship between terminal velocity and buoyancy
correction, the velocity limitation simplifies the control prob-
lem by constraining it. The 12 cm/s limit is also greater than
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diel vertical migration rates found in nature, which typically
do not exceed 8.7 cm/s [26].

Consider a particle model of the motion of an underwater
vehicle with buoyancy control subject to horizontal currents.
Let (x, z, ż) denote the horizontal position, vertical depth
(positive down), and vertical descent rate of the vehicle, shown
in Fig. 1c. The horizontal current, which may depend on the
vehicle’s depth, is denoted by v = v(z). Assume the vehicle’s
motion in the horizontal direction is equal to the speed of the
current. The vehicle’s motion in the vertical direction is subject
to hydrodynamic drag. Let b denote the specific hydrodynamic
drag coefficient. The quadratic drag coefficient and vehicle
mass were determined experimentally to be 208.456 kg/m and
54.665 kg, respectively. The equations of motion are

ẋ = v (1)
z̈ = sat(µ)− bż|ż|, (2)

where µ = µ(x, z, ż) denotes the specific force control effort,
which is the difference between the vehicle buoyancy and
gravity. The saturation function, sat(µ) [23] constrains the
input range to µ ∈ [−µmax, µmax] as limited by the vehicle’s
finite capacity to regulate its buoyancy, where µmax denotes
the maximum vertical specific force.

The particle model is an idealized description of the Drift-
cam dynamics and does not account for all of the forces and
phenomena that govern the motion of a buoyancy controlled
robotic float. Sources of model inaccuracy include vehicle
mass, added mass, ocean density stratification, vehicle com-
pressibility, vehicle thermal expansion, and buoyancy engine
flow accuracy [27]. Despite lacking fidelity, the idealized
model is a useful compromise between accuracy, computation
time, and the effort needed to perform system identification.
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Fig. 2. Laboratory experimental results of existing onboard depth control
from Driftcam pool testing for a specific depth profile.

The change in volume, and thus buoyancy, is regulated
onboard the Driftcam by a PID feedback control law [5].
The depth of the vehicle is driven to the desired depth
setpoint by PID feedback control with depth and velocity
states estimated using a Kalman filter. Laboratory experimental
results demonstrate the closed-loop response of the Driftcam
using the onboard PID control and state estimation to achieve
a specific setpoint [7]. The pool test results in Fig. 2 show the
vehicle response for a one-hour test dive given four setpoints
commanded at uniform intervals of 15 minutes. Trapped air
in the Driftcam frame produces depth control instability near
the surface as gas bubbles rapidly increase buoyancy near the
surface and decrease buoyancy at depth. Overshoot after depth

transitions is thought to be associated with this effect. The
root-mean-squared error is within 1 meter, which is acceptable
for targeting scattering layer ecosystems.

C. Scattering layer migration dynamics

The dynamics of the scattering layer nominal depth ζ are
modeled as a second-order oscillator representing the daily
vertical migration of the pelagic ecosystem [1]

ζ̈ = −ω2
0(ζ − ζ0), (3)

where ζ is the scattering layer depth and ω0 and ζ0 are
the natural frequency and amplitude of the scattering layer
dynamics, respectively. To estimate the nominal depth of
the scattering layer, a dynamic observer is introduced to the
system with a measurement that represents the activity level of
marine organisms in the field of view of an onboard camera.

The measurement of interest is the scalar count of visible
organisms at a particular depth, which is obtained through
onboard image processing. The number of organisms is highest
at the scattering layer nominal depth and drops off outside
some vertical thickness η = η(ζ), which varies with the depth
of the layer. For simplicity, assume that the total number
of organisms present remains the same, while the vertical
spread of the layer expands and contracts with increasing
and decreasing depth, respectively (illustrated in [7, Fig. 10]).
To represent this variation in the observation function we
include a scaling parameter γ = γ(ζ) that also varies with
the scattering layer nominal depth.

The scattering layer observation is modeled as a Gaussian
bump function:

y(ζ, z) =

{
γ(ζ) exp

(
−1

η(ζ)2−|ζ−z|2

)
, if |ζ − z| < η

0, otherwise.
(4)

The scattering layer thickness varies linearly with depth, i.e.,
η(ζ) = cηζ + η0, where cη is the rate of change with
depth and η0 is the minimum thickness of the layer. The
scaling parameter γ represents the maximum number of targets
counted at a particular depth and decreases as the layer
thickness increases, i.e., γ(ζ) = cγζ + γ0, where cγ is the
rate of change with depth and γ0 is the maximum scaling
parameter.

III. CONTROL DESIGN FOR ONBOARD REFERENCE
TRACKING

This section presents a design for an onboard error-based
reference tracking controller with known and estimated ref-
erences signals in either continuous or discrete time. The
proposed control strategy lays the groundwork for fully au-
tonomous monitoring of the pelagic scattering layer using a
buoyancy-driven vehicle with minimal reliance on a surface
vessel.

A. Tracking a known reference

This section presents continuous- and discrete-time control
strategies for tracking a known reference signal with the
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Fig. 3. Simulated state-feedback reference tracking: (a) continuous-time reference tracking; (b) discrete-time reference tracking with a 20-minute update
interval; (c) tracking error

Driftcam. The reference signal r(t) represents the oscillatory
motion of the layer as a function of time t, given by

r(t) = ζ0(1 + sin (ω0t)) + r(0). (5)

Note that (5) is a solution to (3). The reference tracking
strategy follows a control method in which the tracking error
is defined with respect to a known reference signal and its
bounded derivatives, following [23]. Feedback linearization is
used to handle the nonlinearities present in the error dynamics.
The continuous-time error dynamics are proven to be expo-
nentially stable. For discrete-time reference tracking, the error
dynamics has a nonvanishing perturbation. Lemma 9.2 in [23]
establishes the stability of the discrete-time error dynamics.

Continuous-time reference tracking: For continuous-time
reference tracking with Driftcam, the depth setpoints used in
the existing controller (previously described in Section II-B)
are now defined to be the continuous reference signal r(t)
in (5), which is assumed to be available from the surface
vessel. In practice, the reference signal used for ground truth
would be generated by ship-based observations (e.g. from an
echosounder). The continuous-time depth dynamics are given
in (2), where the system output is z. The tracking error is
denoted as e = [e1 e2]

T , where e1 = z − r and e2 = ż − ṙ
[23]. The continuous-time error dynamics are

ė1 = e2 (6)
ė2 = z̈ − r̈ = µ− bż|ż| − r̈. (7)

The error-based tracking control input µ is chosen to linearize
(7) with state feedback such that the error dynamics can be
written in the linear form ė = (A−BK)e where

A =

[
0 1
0 0

]
and B =

[
0
1

]
. (8)

The gains K = [K1, K2] are chosen to place the poles of
A−BK in the open left-half complex plane.

Assume |µ| < µmax, which implies

µ = bż|ż|+ r̈ −K1e1 −K2e2. (9)

Substituting (9) into (7), yields

ė2 = −K1e1 −K2e2. (10)

The tracking error dynamics (6) and (10) exponentially sta-
bilize the origin e = 0. The vehicle converges to the desired
reference as shown in Fig. 3a, with initial conditions z(0) = 0
and r(0) = ζ0, and manually tuned gains K1 = 2 and K2 = 3.
The depth converges to the desired trajectory in approximately
84 minutes. The dynamics are integrated for one full period
of the scattering layer migratory oscillation, i.e., 24 hours.

In the case that the control µ reaches the saturation limit
µmax, then

µ = sgn(µ)µmax (11)
= bż|ż|+ r̈ −K1e1 −K2e2 + δ (12)

where δ = sgn(µ)µmax − (bż|ż| + r̈ −K1e1 −K2e2) is the
difference between the saturation limit and the desired control.
Substituting (12) into (7), yields

ė2 = −K1e1 −K2e2 + δ. (13)

Since |δ| → 0 as ∥e∥ → 0 for all t ≥ 0, the system satisfies
Lemma 9.1 [23]. Therefore, δ is a vanishing perturbation and
the origin e = 0 remains exponentially stable.

Discrete-time reference tracking: The USBL on the Drift-
cam is broadband in nature and shares an acoustic frequency
with many ship-based echosounders. While the Driftcam is
communicating, the ship-based echosounder cannot resolve
backscatter. Because echosounder data is generally collected
continuously, it was agreed to communicate with the Driftcam
for 3 seconds no more than once every 5 minutes. Reduced
updates from the Driftcam require discrete-time reference
tracking. By discretizing the control strategy, we reach a feasi-
ble solution with command updates transmitted intermittently
to the acoustic modem on the Driftcam. Interference to the
echosounder is minimal if command updates are sent at regular
intervals of at least 5–10 minutes [7].

To adapt the continuous-time analysis of the error-based
tracking control in the previous section to discrete-time, each
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Fig. 4. Simulated output-feedback reference tracking: (a) continuous-time reference tracking; (b) discrete-time reference tracking with a 20-minute update
interval; (c) tracking error

desired depth setpoint is taken to be the reference signal
sampled at discrete time steps rk = r(tk). A positive control
interval T is chosen such that the time steps tk are defined
tk+1 = tk + T for all tk ≥ 0 and k = 0, 1, . . . The
discrete-time error dynamics can be written in the linear form
ė = (A−BK)e+Bα, where matrices A and B are given
by (8), and α is a perturbation.

Assume |µ(tk)| < µmax, which implies

µk = bżk|żk|+ r̈k −K1e1(tk)−K2e2(tk), (14)

where µk = µ(tk) and żk = ż(tk). Substituting (14) into (7)
and using a Taylor series expansion about e = 0, yields

ė2 = −K1e1 −K2e2 + b(żk|żk| − ż|ż|)− ...
r∆t

+K1ė1∆t+K2ė2∆t+H.O.T., (15)

where if ∆t is sufficiently small, ...
r and higher order terms

may be dropped. This implies

ė2 =
−K1

1−K2∆t
e1 −

K2 −K1∆t

1−K2∆t
e2 + α, (16)

where the perturbation term α is given by

α =
−2bżz̈∆t

1−K2∆t
. (17)

Unlike before, the perturbation α is non-vanishing. How-
ever, it can be shown that the perturbation is bounded, which
implies that the tracking error remains bounded [23]. The
resulting trajectory is shown in Fig. 3b, with initial conditions
z(0) = 0 and r(0) = ζ0, and control gains K1 = 0.00025 and
K2 = 0.275. The depth-tracking error remains bounded for
the entire integration time, as shown in Fig. 3c.

We expect the discrete-time trajectory to have larger vari-
ance about the reference signal in regions of small ṙ, and
smaller variance in regions of large ṙ, as it is in the simulation
results Fig. 3b. This behavior is attributed to the piecewise
control that stems from the saturation function in (2), where
the Driftcam ascends and descends at maximum speed to stay
with the migrating layer. The areas of large error variance that
occur at the deepest and shallowest points remain within the

distance that a scattering layer could be observed. Additionally,
having the Driftcam repeatedly cross through the layer is
beneficial, as it gives more opportunities to collect data points
from both above and below the nominal depth.

B. Tracking an estimated reference

Previous sections described the case where the reference
signal (i.e. the scattering layer depth) is known. Here we
present an estimation strategy for the scattering layer nominal
depth using a dynamic observer for output-feedback control.
A Luenberger observer [28] is introduced to the system to
estimate the scattering layer nominal depth ζ. The observer
is continuous and assumes that the output function (4) relies
only on onboard measurements and calculations. The observer
estimation, with Luenberger gains L = [L1, L2]

T , is given by

d

dt

[
ζ̂
˙̂
ζ

]
=

[
˙̂
ζ

−ω2
0(ζ̂ − ζ0)

]
+ L(y − ŷ). (18)

The estimate of the output function (4) relies on the scattering
layer state estimate ζ̂ and the vehicle depth z. The observer
estimate converges to ζ as t → ∞ for the noise-free case.

For continuous-time tracking of the scattering layer, the
desired depth setpoint is taken to be the estimated scattering
layer nominal depth ζ̂(t) obtained in (18). The vehicle is
commanded to descend until it is sufficiently close to the
scattering layer to obtain a measurement. Fig. 4a demonstrates
the Driftcam tracking the estimated scattering layer depth
using continuous-time control with gains K1 = 2 and K2 = 3
and observer gains L1 = 1 and L2 = 0. The observer estimate
converges exponentially to the expected solution given in (5).

For discrete-time tracking, the desired depth setpoints are
the discrete-time samples of the estimated scattering layer
nominal depth ζ̂k = ζ̂(tk). Tracking the estimated scattering
layer with discrete-time control gains K1 = 0.00025 and
K2 = 0.275 and observer gains L1 = 1 and L2 = 0 is
shown in Fig. 4b and Fig. 4c shows the tracking error for the
Driftcam using the estimated depth as the reference signal.
The Luenberger estimation is noise-free and does not take
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into account measurement noise or estimation bias. The 25-
meter shift in the discrete-time tracking trajectory could be
resolved in future work by using an estimation strategy such
as a Kalman filter.

IV. DRIFTCAM GUIDANCE DESIGN AND RESULTS

This section presents an offboard guidance algorithm for
trajectory planning for automated generation of desired depth
inputs commanded to the Driftcam to track a virtual scattering
layer with experimental results from laboratory and field
testing. The offboard trajectory planner makes it feasible to
automate the control of the Driftcam without changing the es-
tablished and tested onboard firmware. The Driftcam onboard
controller has been demonstrated to provide setpoint tracking
in laboratory testing, as shown in Section II and previous
work [7]. In simulation, we have demonstrated the capacity
for the Driftcam to track the time-varying scattering layer by
using a representative reference signal. To characterize the
actual vehicle response to the frequent setpoint changes for
the tracking behavior defined by the proposed control strategy
in Section III, experimental testing is necessary. However, to
avoid the time and risk of implementing a new controller
onboard the Driftcam, we chose to compute the trajectory
offboard and send updated commands acoustically via USBL.

A. Offboard trajectory planner design

The offboard trajectory planner uses a known time-varying
reference signal and state feedback received from the vehicle
to generate a new depth setpoint command and automatically
send it to the Driftcam. The offboard trajectory planner is
designed to emulate the autonomous reference tracking be-
havior discussed in Section III without altering the existing
onboard controller. The diagram in Fig. 5 shows the flow of

Fig. 5. Diagram of automatic offboard trajectory planner

the trajectory planner, which is designed to be initialized at
any time after the vehicle is deployed. The guidance scheme
is compatible with the existing onboard PID control as well as
the proposed onboard controller in Section III. The Driftcam
is nominally deployed with at least one preprogrammed depth
setpoint. At any point, the setpoint can be overridden by using
the USBL to send a new command, setting a new depth and
a maximum vertical velocity. Additional acoustic commands

also allow the user to request a status response or to change
the time remaining on the active mission.

Once the Driftcam is deployed, the offboard trajectory
planner is initialized with the current state obtained from a
status response and the scattering layer reference signal r(t)
is sampled at the discrete time step t0. At each iteration tk
the tracking error is computed and used to determine whether
to send a depth or velocity setpoint. If the Driftcam is within
a specified margin, nominally the amplitude of the scattering
layer, a depth setpoint is commanded to the onboard controller
and is set as the scattering layer position. If the Driftcam is
not within that margin, then the scattering layer position and
length of the control interval T is used to compute a desired
velocity. After sending a setpoint command, the algorithm
waits until the end of the control interval and then requests a
status response from the vehicle to obtain new state updates
for the next iteration.

B. Experimental results

To evaluate the performance of reference tracking using
the offboard trajectory planner, laboratory pool tests were
conducted in May 2022 at the University of Maryland Neutral
Buoyancy Research Facility and ocean tests were conducted in
June 2022 at the Bermuda Institute of Ocean Sciences. Each
pool test was 2 hours long, and used a control interval of
10 minutes. As with the theoretical results in Section III, the
reference signal is chosen as a sinusoid representing the simple
harmonic motion of the scattering layer vertical migration
pattern. The sinusoid amplitude was scaled to fit in the pool
and data was obtained for one oscillation period. Fig. 6a
shows results from one such pool test. The Driftcam was
first deployed to a depth setpoint of 4 meters and allowed
to settle at depth before the trajectory planner test began.
This procedure was performed to allow the onboard volume
controller and engine to get balanced properly. When the
Driftcam is first put in the water the engine is initialized
to be neutrally buoyant. The engine volume controller must
compensate for nonlinear effects such as trapped air in the
vehicle frame requiring about 3 minutes for the vehicle’s depth
to converge on the setpoint, as seen in the beginning of Fig. 2.

The Bermuda ocean trial had a control interval of 5 minutes
and was 47 minutes long, limited by availability of the boat
and crew. The reference sinusoid was scaled such that the
Driftcam would remain in the water column in shallow-water
conditions and had an oscillation period of 40 minutes. Results
from the ocean test are shown in Fig. 6b. Prior to this trial,
the depth control system was tuned to operate at a target
depth greater than 20 meters. Within the first 20 meters a
mixing layer occurs, which often yields very little change in
seawater density with respect to depth. Trapped air, however,
will rapidly increase the density of the platform with respect
to depth near the surface following the ideal gas law, mak-
ing depth control unstable near the surface. Typically below
50 meters, a strong density seawater gradient (or pycnocline)
occurs, which yields natural stability for density-based depth
control while the density variation in the platform due to
trapped air with respect to depth is negligible. The Driftcam
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Fig. 6. Experimental results of automated offboard trajectory planner in: (a) 27 May 2022 pool test, discrete control interval T=10 minutes, sinusoid period
120 minutes, amplitude 1.5 meters; (b) 24 June 2022 ocean test, discrete control interval T=5 minutes, sinusoid period 40 minutes, amplitude 5 meters; (c)
tracking error comparison

controller was initially tuned to operate at depths greater than
100 meters in open ocean testing. It should be noted that
a volume correction was incorporated into the depth control
system to account for trapped air to enable pool testing, but
the technique to identify the trapped air volume is tedious and
not practical for open ocean testing. Fig. 6c shows the tracking
error of the tests combined into one axis. For each test the time
vector and depth error are normalized by the reference period
and amplitude, respectively.

TABLE I
SUMMARY OF RESULTS, BOLD SHOWN IN FIG. 6

Date Location Mean Amplitude RMSE
depth (m) (m) (m)

27 May Pool 2.75 1.5 0.6610
30 May Pool 2.75 1.5 0.7691
30 May Pool 2.75 1.5 0.6363
24 June Ocean 10 5 4.9698

Test results have been summarized in Table I. The offboard
guidance technique was successfully demonstrated both in
the laboratory and in ocean trials. Pool tests had less error
than the ocean experiment. The lag between the reference
signal and the actual vehicle depth in the pool and ocean
tests is a result of computing the new depth setpoint as r(tk),
corresponding to the beginning of the control interval. Based
on the experimental results, one possible method to eliminate
the lag is to compute the setpoint from the reference projected
at the middle of each interval, i.e. r(tk + T/2).

In general the platform had higher stability in the pool.
Conditions during pool testing were highly controlled and a
feed-forward model for trapped air in the system was also
utilized to correct for bubble expansion within the frame.
Ocean testing was limited by available conditions and boat
time. In order to improve control performance in near-surface
open ocean testing, bubble-volume compensation could be
applied, as it was in the pool. A future area of study that
could benefit float operations near the surface is real-time
compressibility parameter estimation to compensate for in-

herent instability near the surface. Despite these limitations,
testing was performed opportunistically and showed that the
testing framework and control scheme could be demonstrated
in the field. Control error in open ocean testing was also well
within the distance at which a scattering layer could be visually
observed.

V. CONCLUSION

This work presents two complementary methods for the
Driftcam to autonomously track a time-varying reference:
an error-based reference tracking control strategy with the-
oretically proven stability and an experimentally validated
trajectory-guidance algorithm. The offboard guidance scheme
is compatible with the existing onboard PID controller and
therefore was implemented for testing experimentally in the
field. We have not yet implemented or tested the proposed
onboard controller, other than in simulation, although it is fully
compatible with the trajectory-guidance algorithm.

The error-based tracking strategy uses the vehicle dynamics
and the target reference dynamics in a closed-loop onboard
controller designed for continuous- and discrete-time control
updates. The inputs to the onboard system are initial con-
ditions and control gains; the closed-loop control minimizes
depth error between the reference and vehicle trajectories.
Simulation results show the system to be exponentially stable
for continuous-time state- and output-feedback control, and to
be stable with bounded tracking error for discrete-time state-
and output-feedback control. The dynamic observer for the
scattering layer depth estimate is shown to converge.

The automatic offboard trajectory-planning algorithm uses
vehicle state information and the time-varying target reference
to generate new depth setpoints based on state feedback from
the vehicle and sends an appropriate acoustic command to
change the input to the onboard controller. Since the test
framework allows for a human-in-the-loop, the technique
offers less risk by allowing experimental control software to
be tested opportunistically at-sea. Once validated, this software
could then be implemented on the target platform.



8 IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED MARCH, 2023

The experimental results of the trajectory planner suggest
that it would be feasible for the Driftcam to implement the
proposed error-based tracking strategy as an onboard depth
controller for observing the migrating pelagic scattering layer.
Future work could further develop the strategy for tracking
an estimated reference from Section III-B by expanding the
model to include added measurement noise and a Kalman filter
for state estimation.
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