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Chapter 1: Introduction

1.1 Statement of Problem and Motivation

As the effects of climate change become more tangible year after year, droughts and fire

weather seasons have generally grown longer. This has led to a global increase in the potential

for and occurrence of wildfires [5]. The damage and destruction these infernos can impart need

not be speculated. In 2023 along the Wildland Urban Interface (WUI) on the Hawaiian Island of

Maui, a destructive blaze grew from what is speculated to be a downed power line. In the ensuing

hours, over 100 lives were lost. The material damage was accounted to be about 2,200 structures

and $5.5 billion in property damage [6]. Maui is just one of countless examples. Another wildfire

on American soil occurred around Los Angeles in January of 2025. At the time of this writing,

preliminary estimates show that 28 people died due to this blaze, and that there were upwards of

$250 billion in damages. Over 150,000 were temporarily or permanently displaced [7]. This is

to say nothing of the intangible environmental effects such wildfires have.

Typical methods of fighting wildfires have remained somewhat fixed over the past few

decades. These methods often employ some mix of satellite imagery, ground sensors, manned

aerial and ground systems, and battalions of fire fighters. Looking through the Wildland Fire

Incident Management Field Guide, published by the US government organization National Wildfire

Coordinating Group (NWCG) in 2014, one will find a variety of tools and equipment listed
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as essential to managing a blaze [8]. Yet there is not a single mention of Uncrewed Aerial

Vehicles (UAV)—sometimes referred to as Uncrewed Aerial Systems (UAS)—in the entirety

of the 160 page guide. When originally written, this was for a good reason. The Federal

Aviation Administration (FAA) often issues Temporary Flight Restrictions (TFR) for areas in

which wildfire fighting operations are active. This is to clear the air space so that pilots of

manned aircraft can safely perform their duties. At the time, reliable, low-cost UAVs were

only just emerging in the marketplace. Their capabilities and cost-effectiveness have generally

improved since then. This has even been noted by some government studies—for example in a

case applied to military surveillance, it is more cost effective to operate unmanned systems than

manned systems [9]. These findings have generated interest in expanding the domain of UAVs.

The application of UAVs and their sensors—oftentimes those being thermal and RGB

cameras—in the domain of wildfire management has recently picked up steam. There have been

many published papers on algorithms that utilize computer vision techniques to detect fires with

ordinary cameras [10], as well as data sets collected to specifically aid in the development of

hybrid fire detection techniques, i.e. those that utilize both thermal and RGB cameras [11].

Groups have derived methods to optimize UAV observation flight paths [12] as well as designed

controllers that guide UAVs along fire boundaries [13]. Work has been done to simulate multi-

UAV systems that can both detect and suppress wildfires [14]. Yet, there appears to be a lack a

published literature on UAV systems that have demonstrated their abilities to search for, detect,

and suppress wildfires.

The motivation of this thesis is to develop a UAV system that can perform the end-to-end

tasks of searching for, detecting, and ultimately suppressing incipient wildfires. For the purposes

of this thesis, incipient fires are defined as those that can be extinguished with a handheld fire
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extinguisher. By designing fire detection algorithms, fire localization methods, path-planning

routines, and other critical software and hardware elements, these components are integrated

together into an end-to-end system pipeline. This research aims to analyze and improve the

capabilities of such a pipeline, ultimately contributing crucial knowledge to the nascent field of

UAV fire management.

1.2 Relation to State of the Art Work

The application of UAV systems to wildfire management has been a known possibility

for decades. However, due to previously high costs and difficulties in acquiring permissions to

conduct testing, thorough research on UAVs as applied to wildfire detection and suppression only

recently emerged. This thesis aims to contribute to this growing body of work.

Much of the research that will be analyzed here falls into three constituent categories:

designing multi-agent systems for fire detection and suppression, developing detection algorithms

that utilize computer vision techniques, and finally designing UAVs capable of suppressing fires.

Some of the earliest work on forest fire monitoring using small UAVs was conducted by

Luis Merino in 2010 [15]. Merino demonstrated how small single-rotor and fixed-wing UAVs

could utilize their mounted cameras and apply computer vision algorithms to characterize the

shape and spread of wildland fires. The paper concluded that it was feasible to design swarms of

UAVs than can conduct wildfire monitoring activities, but Merino did not extend his work to the

task of suppressing fires.

A number of authors took a deeper dive into the art of the possible for utilizing UAVs

in fire management. Afghah et al. designed a leader-follower network that could be utilized
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to monitor wildfires in remote areas [16]. In their architecture, a fixed-wing UAV serving as a

leader agent guides a swarm of follower quadrotor UAVs that utilize on-board sensors to detect

wildfires. Their design was proven to be robust through simulated tests, however it was not

implemented on a real-world system. Panahi et al. designed a similar system that simplified the

detection architecture (employing a single UAV) but that allowed the UAV to communicate and

send instructions to autonomous ground vehicles that would suppress the fire [17]. This research

was also tested via simulation. While work in the area of multi-agent UAV path-planning as

applied to fire management is important, the lack of real-world system testing speaks to the

emerging nature of this field.

Research on fire detection has been a well-trodden topic as of late. Common methods

often employ object detection algorithms via Deep Convolution Neural Networks (DCNN) or

classical computer vision techniques [18, 19]. Typically, researchers have utilized single-camera

UAVs for detection, but more recent research has begun to fuse RGB camera feeds with thermal

camera feeds [20]. A major step in this direction occurred in 2022 when Chen et al. published

a publicly available dataset named FLAME2 [11]. This was a significant contribution to the

research space as it was the first widely available public dataset to include “dual-feed” videos

of wildland fires taken by aligned thermal and RGB cameras mounted on a UAV. The UAV was

manually piloted and observed a prescribed wildland fire in Northern Arizona. Due to the difficult

nature of acquiring approval to observe proscribed burns (or wildfires in general) with UAVs, the

publishing of FLAME2 opened up the floodgates on thermal and RGB data fusion research for

UAV wildfire detection systems.

The branch of research on fire suppression systems deployed by UAVs is less developed

than the previous categories. Much work has been dedicated to designing “plug-and-play” systems
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that can activate a suppressive system when a fire is detected, but few papers have been published

where suppressant has actually been drop (or sprayed) from a UAV. Aydin et al. designed a drop

system for a custom-built hexacopter that could deliver commercially available fire extinguishing

balls to a fire site [21]. These balls were heat activated and would explode and distribute suppressant

material. However, concerns about liability if testing such a system injured someone led the

authors to decide to not test their drop system on a UAV. Jahan et al. also contributed to the

literature with a design for a gas sensor detection system[22]. They did not conduct suppression

testing, but contributed a small literary analysis on papers for UAV-mounted suppression systems.

Only one such paper had conducted extensive testing. Wang et al. constructed a UAV mounted

hose designed to extinguish fires in high-rises [23]. While it required a connection to a source of

water (e.g., a fire truck, fire hydrant, etc.) and would have limited benefit for wildfire applications,

Wang et al.’s work represented a step forward in the space of UAV-mounted suppression systems.

Deeper dives in the field of UAV wildfire management are available in literary surveys

written by Haeri et al. and Keerthinathan et al. [18, 19]. These surveys paint a picture of an

emerging field.

1.3 Technical Approach

This thesis presents the development of a semi-autonomous, end-to-end fire detection and

suppression system utilizing a commercial quadrotor UAV. Emphasis is placed on developing

fully autonomous detection algorithms that identify points of interest (i.e., potential fires), and

integrating these algorithms into a process which aims to suppress all fires in a defined space.

The system employs pre-planned broad area surveys that ensure complete coverage of the
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test area. Two camera payloads—an RGB camera and a thermal camera—are broadcast to a

ground station. A software program is ran on the ground station computer that employs a different

fire detection algorithm for each of the two video streams. After video processing aligns the two

video points of view (POVs), the visual data is fused together and a heuristic algorithm determines

if a fire is detected or not.

Upon detection, GPS data estimated from a laser rangefinder aligned with the RGB camera

is analyzed. As a single detection is likely to occur over multiple frames of video, a clustering

algorithm is employed on the laser rangefinder data to identify points of interest (POIs). These

POIs are crucial for designing revisit/suppression missions.

Once POIs are identified, a revisit/suppression mission is designed utilizing a path-planning

algorithm. Having a separate revisit/suppression mission for a one UAV system is not necessarily

the optimal approach (as opposed to just suppressing fires when they are seen). However, designing

the revisit/suppression missions was an important aspect of this research as it more accurately

reflects requirements of multi-UAV systems—for example, if one UAV focuses on detection

and the second on suppression. A process was designed and is discussed regarding how a pilot

interfaces with the commercial UAV employed in this research to carry out suppression tasks.

All of these components are strung together into a single process chain. This end-to-end

process is then subjected to testing and analyzed for viability regarding in-field deployment.

1.4 Contributions of Thesis

The primary contributions of this thesis are:

1. Multi-spectral Fire Detection Algorithm: An algorithm that utilizes thermal and RGB
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cameras in order to detect fires is developed and implemented in a system consisting of a

commercial UAV, its peripheral accessories, and a ground station laptop. This algorithm is

able to run in real-time and can replace the need for manually inspecting a testing space for

fires so long as the UAV observes the entire testing space through a broad area survey.

2. Fire Localization and Suppression Route-Planning: A method to estimate fire positions

utilizing an embedded laser rangefinder within an RGB camera is developed and tested.

This method implements clustering algorithms with the laser rangefinder data as inputs in

order to estimate the fire positions, and from those positions a revisit/suppression flight

trajectory for points of interest is generated for a UAV that has conducted a broad area

survey of a testing space.

3. Proof of Concept of an Integrated Suppression System: A third-party payload drop

system is integrated with a commercial UAV in order to demonstrate a proof of concept

fire suppressant payload delivery system. Testing that demonstrates the ability of this proof

of concept system to deliver a suppressant payload to a target is conducted.

4. Development of a Semi-Autonomous Mission Framework for Fire Detection, Localization,

and Suppression: A comprehensive mission framework that ties together all of the previous

contributions is developed. This framework begins with a broad area survey of a testing

space, continues with fire localization and revisit/suppression flight trajectory planning,

and ends in suppressant delivery flights to any fires within the test space. This mission

framework utilizing a commercial UAV is rigorously tested in multiple scenarios.
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1.5 Outline of Thesis

Chapter 2 provides a comprehensive background of the requirements on the developed

system as laid out by competition guidelines as well as a technical review of the experimental

platforms and sensors used to develop the Crossfire system. Chapter 3 details the development

of individual components critical to the system, such as fire detection algorithms, positions

of interest localization, and fire suppression utilizing a third party drop system. This chapter

explains these contributions in detail and presents critical test data generated in the development

of these components. Chapter 4 discusses how the individual components of the Crossfire system

fit together in a semi-autonomous mission framework referred to as the fire process chain. Data

from comprehensive testing is presented and analyzed. Finally, Chapter 5 concludes this thesis

with a summary of research contributions and suggestions for future work to improve both the

Crossfire system and autonomous UAV systems in general when applied to fire detection and

suppression activities.
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Chapter 2: Experimental Requirements, Platform, and Sensors

This chapter begins by providing context regarding the engineering competition that this

thesis research was completed in conjunction with. Next, the chapter provides essential background

information regarding the technological platforms utilized for this thesis.

2.1 XPRIZE Wildfire Competition

XPRIZE is an organization that strives to “inspire and empower humanity to achieve breakthroughs

that accelerate an abundant and equitable future for all.” [24] XPRIZE fulfills this mission by

establishing and operating prize competitions across various domains—often pertaining to using

technology to solve ecological problems.

In 2023, XPRIZE establish their Wildfire competitions, aiming to discover new methods of

identifying and responding to wildfires. There are two tracks to the XPRIZE Wildfire competition,

and the focus of this thesis is specifically Track B: Autonomous Wildfire Response.

2.1.1 Competition Guidelines

The Autonomous Wildfire Response track of the XPRIZE Wildfire was announced in 2023,

had an initial qualifying round in May 2024, and is planned to go through the Summer of 2026.

The unofficial schedule as published in the XPRIZE Competition Guidelines can be seen in 2.1.
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Figure 2.1: XPRIZE Autonomous Wildfire Response Competition Unofficial Schedule [1]

The following information regarding the competition rules and requirements are lifted

directly from the Competition Guidelines [1]. The explicit description of the competition is

In the Autonomous Wildfire Response track, teams have 10 minutes to autonomously

detect and suppress a high-risk fire in a 1,000 km2, environmentally challenging area,

leaving any decoy fires untouched.

The judges for the semi-finals and finals stages of the competition will emphasize a few

key characteristics that any winning system must have.

• Quick, accurate, and precise detection of any fires.

• A rapid response to and full suppression of those fires.

• Fully autonomous, integrated solutions. i.e., “Human-on-the-loop” autonomy.

• Smart detection—detection algorithms can differentiate wildfires from false positives (such

as water vapor) and non-threatening, non-moving fires (such as a camp fire).

• Functionality in high winds and complex terrain.

• Varied connectivity architectures—at least two different types of communication protocols

for robustness.

• Appropriate safety checks embedded within the system.
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• Scalability—the system is designed to be cost-effective.

XPRIZE designed these requirements to be strenuous. They are aware that any one team

is unlikely to fulfill all of the requirements for the competition. Thus, collaboration among

competitors is encouraged, and most teams have taken the approach to specialize in sub-areas

of the competition requirements.

Lastly, the Competition Guidelines often make references to “incipient stage wildfires”—the

types of wildfires any autonomous solution designed for the competition should be equipped to

suppress. In the Guidelines, this is explicitly defined as

Incipient Stage Wildfire - A fire which is in the initial or beginning stage and which

can be controlled or extinguished by portable fire extinguishers, Class II standpipe or

small hose systems without the need for protective clothing or breathing apparatus.

2.1.2 Team Structure

The University of Maryland has entered the XPRIZE Wildfire Competition with a team

denominated as Crossfire. Much of the work in this thesis may refer to or be stated as part

of the “Crossfire System”, which simply indicates that specified systems are part of Crossfire’s

submission to the XPRIZE Wildfire Competition.

The Crossfire team is a collaboration between multiple departments and organizations

within the University of Maryland system. There are a number of collaborators, but there are four

primary parties: the Fire Protection Engineering (FPE) department, the Aerospace Engineering

department, XFoundry, and the UAS Research and Operations Center (UROC). The expertise of

the FPE and Aerospace Engineering departments are self-evident. XFoundry is an organization
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within the University of Maryland that aims to fund research, encourage entrepreneurship, and

aid teams whose ultimate aim is to commercialize their products and launch ventures funded in

part by XFoundry. Finally, UROC is an organization the specializes in UAS operations, provides

pilots for testing UAS systems, and provides expertise in designing and integrating UAS systems.

2.2 Quadrotor UAV Platform

2.2.1 DJI M300 RTK

During the course of this research, one commercial UAV was utilized. This was the DJI

M300 RTK. The M300 RTK is a quadrotor UAV platform with a built-in flight controller system,

a 6-directional sensing and positioning system that is complimented with Real-Time Kinematic

(RTK) Positioning, an FPV camera, and a gimbal system built to allow for up to two gimballed

cameras [25]. The M300 RTK (which for brevity, will now be referred to as the M300) is a high-

end industrial quadrotor UAV that is well-equipped for use in difficult tasks. It was selected for

the Crossfire project as it is a UAS with enough modularity to test and demonstrate key aspects of

the Crossfire system, it is capable of integrating with camera payloads well-suited to the task of

fire detection, and—perhaps most importantly—the M300 was already on-hand and the Crossfire

team could save significant money by using it in the first iteration of the Crossfire system.

The M300’s positioning system leverages RTK information that improves position estimates.

The RTK system compares the measured GPS position of grids of base stations that have defined

absolute positions. Such a construction allows for an RTK receiver to have knowledge of real-

time, systematic GPS errors given its position to RTK base stations and can adjust GPS estimates

accordingly. RTK systems have been shown to achieve centimeter-level accuracy [26], which is
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well-above the requirements needed for the system in this research.

The M300 was designed with commercial operators in mind, so there are additional bells

and whistles worth mentioning. The M300 has an integrated collision avoidance system that

utilizes an array of cameras pointed radially outwards from the center of the UAV. It has built-

in LED lights, including a strobe light system which is of importance regarding the third-party

payload drop system that will be discussed later. It is also equipped with redundant Inertial

Measurement Units (IMUs) and barometers, ensuring that it can produce reliable flight data.

The M300 utilizes a proprietary flight computer. This flight computer mostly prevents

modifications (short of minor tasks integrated with DJI’s software development kit), however it

is user-friendly in regards to mission planning. Missions are usually designed by identifying

waypoints and storing them in a KMZ file, which is a zipped version of a Keyhole Markup

Language (KML) file [27].

A user can interface with the M300 via another DJI product: the Smart Controller. The

Smart Controller can run DJI’s Pilot 2 application, where a user can pilot the M300, load and

plan missions, interface with camera payloads, and a plethora of other tasks [28]. There are two

important capabilities the Smart Controller has that will be seen to play important parts in this

research. Firstly, up to two Smart Controllers can be connected to a single M300 UAV and up to

three different video streams can be transmitted to both controllers at once. Secondly, the Smart

controllers can output a specific video transmission or a duplication of their screens via HDMI.

This architecture allows for both RGB and thermal video payload streams to be inputted to the

ground station computer in real-time.

Other important components of the M300 system used in the Crossfire system are a FLIR

Vue TZ20 thermal camera, a Zenmuse H20 RGB camera (with a built-in laser rangefinder), and
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Figure 2.2: M300 hardware architecture with Smart controllers.

the DJI TB60 Flight Batteries. The system hardware architecture as it comes “off-the-shelf” can

be seen in the block diagram in 2.2.

A table with important technical details regarding the M300 is presented in 2.1. The data

was taken directly from the M300 User Manual [25].

Lastly, front and back images of the M300 with critical components labeled can be seen in

2.3. The labeled components are those that do not come “built-in” with the M300, meaning they

must be installed prior to every flight.

2.2.2 Payload Systems

For the purposes of this research, the M300 is equipped with two gimballed camera payloads:

a Zenmuse H20 and a FLIR Vue TZ20—the H20 being an RGB camera, and the TZ20 being a

thermal camera.
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Characteristic Value
Dimensions (unfolded, propellers excluded) 810 x 670 x 430 mm
Weight (batteries excluded) 3600 g
Max Payload 2700 g
Max Takeoff Weight 9000 g
Max Ascent Speed 6 m/s
Max Descent Speed 5 m/s
Max Horizontal Speed 23 m/s
Max Service Ceiling 5000 m ASL
Endurance (no payload) 55 min
Operating Frequency 2.400 - 2.4835 GHz; 5.725 - 5.850 GHz
Operating Temperature −20

◦ to 50
◦
C

Table 2.1: M300 Technical Specification

The Zenmuse H20 is a specially built camera designed to integrate with DJI’s gimbal

connector. This means that the H20 can be interfaced with through the Smart Controllers, and

the yaw and pitch angles of the H20 can be tightly controlled by the user. From a forward facing

position, it has a pitch range from −120
◦ to 30

◦ , and a yaw range of ±320
◦ . The H20 has a

variable zoom, but is best suited for 1x zoom for the wide angle lens and a 5x zoom for the

zoomed lens. The video is captured at 30 frames per second (FPS), either at resolution of 1920 x

1080 or 3840 x 2160 (commonly referred to as 4K) [29].

The Zenmuse H20 also has a built-in laser rangefinder. This laser rangefinder operates at a

wavelength of 905nm, and has a range of 3-1200 m. The measurement accuracy is recorded as

±0.2+0.0015Dm, with D being the distance to the surface. As an example, at a range of 100m,

the rangefinder would have an accuracy of ±0.35m. The rangefinder reports the position of what

it is pointing at in a Longitude-Latitude-Altitude (LLA) frame [29].

The FLIR Vue TZ20 is a third party thermal camera designed by Teledyne FLIR. The Vue

TZ20 contains a long-wave infrared Boson thermal camera mounted in a chassis designed to

interface with DJI’s camera gimbal system. Therefore the Vue TZ20 easily integrates with the
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(a) M300 front view with cameras labeled.

(b) M300 back view with cameras labeled.

Figure 2.3: M300 Labeled Front 2.3a and Back 2.3b Views

M300. It measures the relative temperature of objects (i.e., it is not a radiometric sensor) and is

capable of a 95◦ field of view, or as narrow as an 18
◦ field of view when zoomed. The Vue TZ20’s
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Characteristic Zenmuse H20 FLIR Vue TZ20
Type of Camera Visual light RGB camera Longwave infrared thermal camera
Resolution 1920 x 1080 640 x 512
Frame Rate 30 fps 30 fps
Field of View 82.9

◦
95

◦

Zoom 1x 1x
Color Pallette N/A White Hot
Temperature Range N/A Hot range:−40

◦ to 550
◦ C

Table 2.2: Payload Camera Characteristics, including selected settings for the Crossfire system
in bold.

video streams at 30 FPS with a resolution of 640 x 512. The Vue TZ20 has a number of settings

worth mentioning. For one, a number of color pallettes are available; for this project the White

Hot pallette was selected. Secondly, the Scene Dynamic Range (SDR) setting allows the choice

of one of two temperature ranges: Normal (−25
◦ to 135

◦ C), and Hot (−40
◦ to 550

◦ C). This

research employed the Hot range, which sacrificed some temperature resolution for a much larger

temperature range. Lastly, the Vue TZ20 employs Automatic Gain Control (AGC), which remaps

the color range of pixels to different temperature ranges as the scene dynamically changes. This

has both benefits and drawbacks, but it can be stopped by initiating an AGC lock. When AGC

lock is initiated, the color-to-temperature mapping is kept static at whatever the mapping was for

the frame at the time the lock was initialized [30]. This necessitated a calibration procedure to be

integrated into the fire detection process chain.

The characteristics of both the Zenmuse H20 and the FLIR Vue TZ20 as well as some

selected settings for the Crossfire Systems are summarized in Table 2.2.

The M300 has the ability to align the gimbal angles of both cameras so that the RGB and

the thermal camera are pointed in the same direction at any time. This functionality is important

to this research as it allows for data fusion techniques to be used for the purposes of fire detection,
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much like Chen et al. achieved when creating the FLAME2 dataset [11].

2.2.3 Suppressant Drop System

The DroMight Talon V1 is an integrated drop system for the M300. It allows the user of

an M300 to attach a droppable payload via a pin mechanism to the underside of the UAV. The

payload can be released by activating the M300’s strobe lights via a Smart Controller. This is

made possible due to a photo-resistor circuit that is placed around the underside strobe light of

the M300. The Talon V1 itself weighs about 350 grams. Its maximum payload weight is limited

by the maximum takeoff weight of the M300 [31]. Accounting for the camera payloads, the

M300 system as configured in this research can support suppressant payloads of roughly 1 kg.

While this weight may not be enough suppressant to extinguish fires of any significant size, it is

certainly large enough for creating a demonstrable system.

2.2.4 Ground Control System Components

The Ground Control System (GCS) is defined to be made up of the following components:

two Smart Controllers, the two HDMI cables, the two HDMI capture cards, and the ground station

laptop that runs the fire detection software. The laptop used for this research is a Dell Precision

3580. The laptop runs of a Windows 11 operating system. The software for this research is

mostly written in Python 3.X. A number of libraries were used, including OpenCV, Ultralytics’

YOLOv8, and others. A more detailed description of the Ground Control System follows in

Chapter 4.
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Figure 2.4: The Electromagnetic Spectrum near visible wavelengths. Figure originally from [2].
License Number: 5975680151600

2.3 Onboard Sensory Perception

Three components of the onboard sensory package—the RGB camera, the thermal camera,

and the laser rangefinder—are critical to the fire detection system designed for this thesis. Therefore,

this section will dive a bit deeper into the technical aspects of each type of sensor. The information

presented here is critical to garnering a deeper understanding of the algorithms designed for this

research.

2.3.1 RGB Camera

An RGB camera is a camera that collects and records electromagnetic radiation at the

wavelengths typical for human vision (read: visible light). This visible spectrum is defined as

those wavelengths between roughly 400 and 780 nanometers [2]. A figure graphically depicting

the electromagnetic spectrum near visible wavelengths can be seen in 2.4.

All cameras have a defined resolution. This resolution defines the number of pixels along

19



the width and length of the image that the camera captures. For example, a resolution of 1920

x 1080 would indicate that the camera frame is 1920 pixels wide and 1080 pixels in height.

Each pixel is a solid block of a given color. When enough pixels are accumulated in a frame (a

resolution of 1920 x 1080 has over 2 million pixels per frame), a clear image can be formed.

Red-Green-Blue (RGB) cameras are referred to as such because each pixel they produce

has a color defined by an RGB tuple. In typical applications, each pixel has an associated intensity

for each of these three primary colors that ranges from integer values of 0 to 255. Assuming R,G,

and B are the relative Red, Green, and Blue intensities, these values are normalized as

R′ =
R

255
G′ =

G

255
B′ =

B

255
R′, G′, B′ ∈ [0, 1] (2.1)

The resulting tuple (R′, G′, B′)—where each value corresponds to an amount of relative red,

green, or blue light—corresponds to some color that the pixel emits. The math behind converting

this RGB tuple into a visible color wavelength can be complicated and is beyond the scope of

this thesis [32]. The important takeaway is that the color of a pixel from an RGB camera is

mathematically represent via an RGB tuple.

2.3.2 Thermal Camera

Thermal cameras—a subset of infrared cameras that specialize in detecting temperature

gradients—differ from RGB cameras in a few major ways. For one, thermal cameras measure

electromagnetic radiation in the infrared range. Second, the values of a pixel outputted from a

thermal camera is mapped to the temperature of the object that the pixel spatially represents.

Thermal cameras detect infrared emissions from multiple sources—the object a given pixel
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is capturing infrared light from, radiation from the surroundings reflected off that object (often

a function of the object’s emissivity), and emissions from the atmosphere itself between the

object and the camera [33]. The relationship between temperature and these three emission

sources is very non-linear and beyond the scope of this thesis. All thermal cameras have built-in

software that can differentiate these three sources of infrared emissions to determine the relative

temperature of the object being measured relative to its surroundings.

The mapping of temperature to pixel intensity for a given thermal camera is determined by

its calibration that is defined by the relationship

[tempmin, tempmax] 7→ [0, 255] (2.2)

where tempmin and tempmax are the minimum and maximum temperatures in the thermal cameras

range, and [0, 255] is the 8-bit range of values for the corresponding pixel intensity mapping

(some expensive thermal cameras have 16-bit intensity values, but those cameras are often prohibitively

expensive). Unlike RGB cameras—which utilize an RGB tuple to represent color—thermal

cameras use a singular intensity value per pixel to represent temperature [34].

Thermal cameras must necessarily represent their image using an artificial color mapping

for the pixel intensities. Common choices are to utilize blue for “cold” pixels and red for “hot”

pixels, or—as in the case of this research—to utilize a “white-hot” gray scale mapping.

2.3.3 Laser Rangefinder

Laser rangefinders are sensors that measure the range to an object from the sensor. They

operate off a simple principle: a laser pulse is emitted by the sensor, the pulse travels to an object
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and is reflected back to the sensor. The time difference (T ) between sending and receiving the

pulse is measured and compared to the speed of light (c) and the path-averaged index of refraction

(npath) to deduce the range of the object (R) [35]

R =
cT

2npath

(2.3)

The maximum range of a laser rangefinder can vary, however most have maximum ranges

of a few kilometers or more. If one has knowledge of the position and orientation of the laser

rangefinder, the position of the object it is pointed at can be estimated. Sensor packages have

been developed that do so internally, such as the Zenmuse H20 RGB camera with a built-in laser

rangefinder that is used for this thesis.
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Chapter 3: Fire Detection, Localization, and Suppression using a UAV

This chapter discusses the three major independent components that make up the Crossfire

system. It begins with a break down and deep dive on the fire detection algorithms in Section 3.1.

This includes algorithms applied to data from both the thermal and RGB cameras, as well as how

that data is fused together. Next, the process for estimating the location of the fire as well as how

the necessary telemetry for that process is extracted will be discussed in Section 3.2. Finally, the

fire suppression chain will be detailed in Section 3.3, where path-planning for revisit/suppression

flights and the suppression drop procedure will be touched on. For all sections, testing results

will be embedded within the discussion.

3.1 Fire Detection using RGB and Thermal Imagery

The Crossfire system takes advantage of the aligned thermal and RGB cameras of the M300

payloads for its fire detection algorithms. Specifically, a blob detection routine is performed on

the output of a carefully calibrated thermal camera. In parallel, an object detection model tuned

to fires and smoke is applied to the RGB camera output. These routines separately determine if

a fire may be present. Their corresponding outputs and image frames are fused together utilize

computer vision techniques and a heuristic algorithm is applied to determine if a fire is present in

the fused image or not.
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3.1.1 Thermal Blob Detection

In computer vision and image processing applications, blob detection is the name generally

given to the process of identifying groups of pixels that share some unifying characteristic [36].

In RGB imagery, blob detection can be applied to identify groups of pixels of similar colors. In

thermal imagery—where color definition is lost and pixels instead have scalar intensity values—blob

detection is used to identify clusters of pixels with similar brightness/intensity.

Blob detection can be tuned to detect different types of shapes, sizes, relative orientation,

and other characteristics. However, the simplest case is implementing blob detection to identify

clusters of pixels of some minimal size within which all of the pixels meet some criteria. This

simplest case was applied to this research.

For the Crossfire system, one of the video inputs for the Ground Control System and its

relevant processing software is the live video stream from the FLIR Vue TZ20 thermal camera

payload. Information on the initialization process for this specific camera and UAV configuration

is given in Chapter 4. However, the thermal blob detection algorithm that will be discussed can

be generalized. All that is required is a thermal video input stream where the thermal video’s

temperature-to-intensity mapping for its pixels remains constant.

The algorithmic logic for the thermal blob detection algorithm designed in this research is

laid out in 3.1. There are two inputs: a frame from the thermal video and some pixel intensity

threshold (Pthreshold ∈ [0, 255]). In brief, thermal blob detection works as follows.

1. Pre-processing is applied to the thermal frame to reduce noise.

2. Each pixel in the processed frame is compared to the intensity threshold. If a pixel has an
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intensity higher than the threshold, it is assigned a 1. All other pixels are assigned a 0. This

produces a binary frame.

3. The contours are drawn on the processed frame and outputted as an annotated frame.

4. Bounding box information for each contour in pixel coordinates is derived.

The two outputs from the thermal blob detection algorithm are the annotated frame and the

data structure that contains bounding box information for each contour. Within this bounding

box lays a contour within which all pixels meet the minimum intensity threshold. For a properly

calibrated thermal camera, this intensity threshold can be set to align with the lower bound

temperatures of incipient wildfires.

The pre-processing applied to the thermal frame first consists of a conversion of the frame

to gray-scale. A gray-scale image is one where each pixel ranges from black to white in color

along a “gray-scale”, with the explicit color mapping being [Black,White] 7→ [0, 255]. By

default the Crossfire system utilizes a white-hot thermal image pallete, which aligns with this

color-to-intensity mapping by default. However, if one were to utilize a rainbow thermal image

pallette (with red mapping to hot and blue mapping to cold), then this pre-processing to gray-scale

is necessary.

The second step of pre-processing is to apply a bilateral filter to the gray-scale image.

A bilateral filter is a non-linear filtering technique that can reduce image noise via blurring

techniques that retain strong edges within the image [37]. Bilateral filtering is similar to Gaussian

convolution however bilateral filtering does a better job of retaining edge information. As defining

the contours of fires as seen by the thermal camera is of immense importance to the thermal blob

detection algorithm, implementing a bilateral filter that will better handle the non-uniform edge
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Figure 3.1: Thermal Blob Detection Algorithm Logic
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shapes of fires was important—even if it introduced a bit more computational load.

Once the thermal image has been pre-processed, each pixel is sorted into a binary image

according to the following logic.

Pbinary =


Pfiltered, Pfiltered ≥ Pthreshold

0, Pfiltered < Pthreshold

(3.1)

where Pfiltered is the intensity of a given pixel, Pthreshold is the intensity threshold value set by

the user, and Pbinary is the intensity of a given pixel after it has been sorted into a binary frame.

The rest of the algorithm is applied to the binary frame. The most notable data to be pulled

from the frame are the bounding boxes that tightly surround the high-intensity contours. For

human readability, the contours are drawn on the gray-scale frame and displayed to the user.

An example frame with a variety of bit intensity thresholds applied to it can be seen in 3.2.

The original raw image is shown in 3.2a. Notably, the thermal camera was uncalibrated when this

image was taken, meaning that the pixel intensity-to-temperature mapping dynamically adjusted

to fit the temperatures within frame. This state will generally be referred to as an “uncalibrated”

thermal camera. The thermal blob detection algorithm was applied to it with different pixel

intensity thresholds Pthreshold. These intensities were 150 (3.2b), 180 (3.2c), and 210 (3.2d).

It is apparent that the success of the thermal blob detection algorithm is heavily dependent

upon this pixel intensity threshold when the the thermal camera is uncalibrated. When the

threshold was set to 150, many artifacts of the environment are identified as blobs (such as

pavement from roads, the tree canopy in the background, and the smoke plume from the fire).

Bumping this threshold up to 180 manages to filter out many of these artifacts. The blob detection
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(a) Sample, uncalibrated thermal image from FLIR
Vue TZ20 with a pool fire in the middle of the frame.

(b) Image from 3.2a annotated with a bit threshold
of 150.

(c) Image from 3.2a annotated with a bit threshold
of 180.

(d) Image from 3.2a annotated with a bit threshold
of 210.

Figure 3.2: Thermal Blob Detection on a raw thermal image 3.2a, annotated at bit thresholds 150
3.2b, 180 3.2c, and 210 3.2d. The red lines indicate the contours of high-intensity blobs. Imagery
taken at MFRI La Plata, October 8, 2024.
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algorithm performs well, however there are still non-fire blobs detected—like the metallic roof

of a building to the right side of the image. Finally, when the threshold is set to 210, only the

fire is identified as a blob. This may seem to be the best case scenario, however the detected blob

is small and only encompasses the very heart of the fire. Such a tightly constrained filter may

miss incipient fires in the wild. While it is possible that the thermal blob detection algorithm can

be applied to uncalibrated thermal images, domain knowledge is required of fire temperatures,

atmospheric temperatures, and other parameters to tightly set the pixel intensity threshold. This

may be an intractable approach.

A demonstration for how much calibrating the thermal camera can improve the thermal

blob detection outputs is present in 3.3. Two frames just seconds apart from a video taken with

the FLIR Vue TZ20 were extracted. The frame in 3.3a was extracted while the camera was

uncalibrated. Then, the AGC lock function was initiated with the fire in the frame and the pixel

intensity-to-temperature mapping was set to a static state. A frame extracted from the video

shortly after initiating the AGC lock is displayed in 3.3c. Both frames had the thermal blob

detection algorithm applied to them with pixel instensity thresholds at the bit value of 150. The

annotated output of each can be seen in 3.3b and 3.3d.

From the annotated frames, there are a few artifacts of note. For one, the annotated

uncalibrated thermal image is identifying many environmental objects as thermal blobs, much

like we saw in 3.2b. This is not ideal, and it has been demonstrated that the best approach to

fixing thermal blob detection on these uncalibrated images is by carefully selecting the pixel

intensity threshold used in filtering the binary frames. This approach requires domain knowledge

which may not always be available. Instead, the thermal camera can be calibrated so that the

pixel intensity-to-temperature mapping is static with its highest pixel bit value (255) mapped to
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(a) A second uncalibrated thermal image from FLIR
Vue TZ20 with a pool fire in frame.

(b) Image from 3.3a annotated with a bit threshold
of 150.

(c) A thermal image taken seconds after 3.3a with
the FLIR Vue TZ20 now calibrated.

(d) Image from 3.3c annotated with a bit threshold
of 150.

Figure 3.3: Thermal Blob Detection on an uncalibrated raw thermal image 3.3a and a calibrated
raw thermal image 3.3c, both annotated at bit threshold of 150 in 3.3b and 3.3d. The red lines
indicate the contours of high-intensity blobs. Imagery taken at MFRI La Plata, October 8, 2024.
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the hottest object in the image. As mentioned, this calibration occurred with the pool fire itself

within the frame, and a calibrated annotated frame can be seen in 3.3d.

In this calibrated image, the fire is the only object visible on a field of black. This is because

its temperature is relatively much higher than the surrounding environment, and therefore any

pixels near the fire have intensities around the maximum (255), while pixels depicting the ambient

environment are “cold” and therefore have intensities near the minimum (0). For a White Hot

color palette, the fire (or other hot objects) will be colored white and the background and nearly

every other object will be colored black. The detected contours closely align with the shape of

the fire, and therefore the resulting bounding box data will accurately reflect the fire’s location on

the thermal image. This is ideal behavior for the thermal blob detection algorithm.

When the thermal camera is calibrated, the pixel intensity threshold can be relaxed. Generally

it is kept around 150 so that most of the fire body will be captured within the contours. It could

potentially be relaxed even further as environmental artifacts will have very low pixel intensity

values when the thermal camera is properly calibrated. The most imporant takeaway from this

discussion is that proper thermal camera calibration enhances the robustness of the thermal blob

detection algorithm. More information on how the Crossfire system calibrates its cameras will

be presented in Chapter 4.

3.1.2 Object Detection using YOLOv8

The You Only Look Once (YOLO) series of object detection algorithms have become

increasingly prevalent in object detection literature and tools over the past decade. One of the

more popular iterations of YOLO is YOLOv8, released by Ultralytics [38]. Every version has
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built upon the last and multiple organizations have contributed to the series in independent ways.

However, YOLOv8 is notable due to how many publicly available object detection models are

trained with it.

The second aspect of the Crossfire system’s fire detection algorithm is to apply an object

detection model to the RGB camera stream. The model utilized for the Crossfire system was

trained using YOLOv8. This model is publicly available on Github and is entitled YOLOv8-

Fire-and-Smoke-Detection [3]. Eventually, the Crossfire system will utilize a custom-trained fire

detection model using YOLOv8 or some other version of YOLO as a base. However, the Crossfire

project began with little to no data on fires, so it was simpler to develop a system that references

a pre-trained model. Since these models are stored in files referenced by a YOLO object in the

software, integrating a custom-trained model into the Crossfire system software is as simple as

changing the filename input for the model when initiating the fire detection software.

The process for applying the object detection algorithms in the Crossfire system is simpler

than thermal blob detection. This is because Ultralytics has released a YOLO software library

that has greatly simplified the process of inputting images to be analyzed by an object detection

model. Under the hood, this software is actually using the image and its individual pixel data as

an input layer for a convolutional neural network (CNN).

A CNN is a sub-class of feed-forward neural networks. The explicit math and theory behind

neural networks is beyond the scope of this thesis, however a very brief explanation is in order.

Feed forward neural networks consist of multiple layers of nodes. The first layer is the input

layer, the last layer is the output layer, and there are many hidden layers between the input and

output layers. For the CNN used for YOLOv8, the first layer consists of raw image data, and the

last layer consists of object detection information such as confidence in detection, bounding box
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information, and class identification (classes being the types of objects that are detected) [38].

Each layer consists of neurons. Each neuron takes inputs—usually the output of every

neuron (xi) from the previous layer—applies a weighting schema (wi) and a bias (ν0) to those

inputs, and takes that result as an input for an activation function (f(.)), typically a sigmoid

function for CNNs. Mathematically, where y is the output of a given node that is receiving (N )

inputs from the previous layer, this equation may look like [39]:

y = f(ν0 +
N∑
i=1

wixi) (3.2)

As the number of nodes in each layer and the number of layers themselves increases the

overall mathematical picture for a feed-forward neural network quickly becomes complicated.

With YOLO models, there are usually 20 or more layers applied in just processing the image.

When classifying objects, the number of layers increases substantially.

The process for applying object detection in the Crossfire system for an RGB video frame

input can be seen in 3.4. Since the YOLO software library operates at a high-level, the object

detection process from the perspective of a Crossfire system user is simpler than the thermal blob

detection algorithm. It starts with defining the YOLOv8 object detection model that will be used

for detecting wildfires. With the model file, a model object is created in software which has a

model() function. This function takes as input an RGB image and outputs a data struct containing

results such as bounding box coordinates, the types of objects detected, etc.

The next steps are fairly simply. Bounding box information for detected fire objects are

passed out of this process as an output. Additionally, the “results” data struct is referenced for

detected fire information and is used to label the raw RBG frame input. This labeling produces
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Figure 3.4: Object Detection Processing Logic
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an annotated frame useful for human readability and debugging.

The model used for demonstrative purposes in this thesis detects both fire and smoke [3].

There are four versions of the model: nano, small, medium, and large. As models “grow”

in size, they generally become more accurate at detections but require more processing time.

For the work in this thesis, the medium version of the model was used. From a qualitative

perspective, the model’s fire class usually produces detections with higher confidence than its

smoke class. These confidence levels are reflective of testing results, as the smoke detection class

occasionally produces false positive detections of surfaces such as white pavement. Due to these

characteristics, it was decided to only use the fire detection class for this phase of the Crossfire

system’s fire detection algorithm.

Two sets of sample images of the fire and smoke object detection model as applied to

imagery taken from the M300 UAV’s Zenmuse H20 RGB payload camera are present with image

set 1 in 3.5 and image set 2 in 3.6. These images were taken from an altitude of roughly 150 feet.

They demonstrate characteristics about the fire and smoke detection model worth noting.

To begin, fire detection seems to work best when the background behind the fire is not

similar in color to the fire. We can see in 3.5a and 3.5b that the model picks up on the fire when,

relative to the camera, the pavement behind the fire is stained with ash. When the pavement is

whiter, the fire detection model struggles to identify the fire as in 3.6a and 3.6b. In wildland

scenarios, it is likely that any fires will have backdrops of darker colors such as brown and green.

When the Crossfire system eventually implements a custom fire detection model, the effects on

the fire backdrop’s color should be noted when selecting training data.

Also worth considering, smoke was detected at roughly 25% the rate that fire was detected.

The images in 3.5 and 3.6 were selected for their variety, but there were roughly 1,100 annotated
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(a) An annotated Zenmuse H20 image with a detected fire.

(b) An annotated Zenmuse H20 image with a detected fire and smoke.

Figure 3.5: YOLOv8 Fire Object Detection model applied to raw RGB images from a Zenmuse
H20, taken at MFRI La Plata campus from a DJI M300 RTK UAV. YOLOv8 fire and smoke
detection model sourced from [3]. Image Set 1. Imagery taken at MFRI La Plata, October 8,
2024.
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(a) An annotated Zenmuse H20 image with detected smoke.

(b) An annotated Zenmuse H20 image with nothing detected.

Figure 3.6: YOLOv8 Fire Object Detection model [3] applied to raw RGB images. Image Set 2.
Imagery taken at MFRI La Plata, October 8, 2024.
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frames in the video that the sample images were drawn from. Of those frames, roughly 620 had

the fire visible in them. 345 of those 620 annotated frames had a successful fire detection, but

only 87 had a successful smoke detection. In terms of percentages, those are roughly 56% and

14% successful detection rates for fire and smoke detection, relatively. We see smoke detected

in images 3.5b and 3.6a. In these images, the backdrop behind the smoke is notably darker than

in other images. Other factors such as the thickness of the smoke plume from the viewing angle

and the amount of smoke actually present at the moment the image was taken affect the success

of smoke detection.

In short, there are a few key ideas to note. For one, fire detection is seemingly more reliable

than smoke detection. This isn’t to say that only one or the other can be used, but for this iteration

of the Crossfire system it has been decided to just implement fire detection as it usually produces

better results with the utilized object detection model. Additionally, the YOLOv8 fire detection

data can easily be fused with thermal blob detection data. A second key idea is that the color

of the backdrop of either fire or smoke has a drastic effect on the success of their relative object

detection models. A robust survey of potential fires is one that views the ground at a given point

from multiple angles. By varying the point of view of potential fires, one can give the object

detection models a greater chance at success.

3.1.3 Homography

A critical aspect of the Crossfire system is the fusion of data from both the thermal and

the RGB cameras. This requires knowledge of how the pixel coordinates from one camera—say

the thermal camera—maps to the pixel coordinates of the other camera—in this case the RGB
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camera. There are multiple factors that influence this mapping. For one, although the cameras

are aligned (i.e., pointed in the same direction), there is a physical distance between their lenses

that affects their fields of view (FOV). Secondly, characteristics of each camera such as their

resolutions, fields of view, focal lengths, etc., affect the representation of physical space that each

camera can produce. Therefore, it is important to create a homography that can map the image

produced by one camera to the image produced by the other.

A homography utilizes a 3x3 transformation matrix—typically referred to as a homography

matrix—to represent the transformation of a given feature point between two corresponding

image frames. A schematic representing such a scenario is visible in 3.7. In the schematic,

both camera images contain the real-world polygon on the right, however camera perspective

1 utilizes coordinates [x, y, 1] and camera perspective 2 utilizes coordinates [x′, y′, 1]. Each set

of coordinates has a third element always equal to 1. In image processing, camera coordinate

systems usually start at the top left of the image and the x-coordinate increases as pixels tend

rightwards while the y-coordinates increases as pixels tend downwards.

The [x, y, 1] coordinates relate to the [x′, y′, 1] coordinates via a homography matrix (H).

This relationship is typically expressed as:


x′

y′

1

 = H


x

y

1

 =


h11 h12 h13

h21 h22 h23

h31 h32 h33




x

y

1

 (3.3)

H is a 3x3 homogeneous matrix. Its final element, h33, is always normalized to 1 so H

always has eight degrees of freedom. These eight values are grouped into three sets partitioned as
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Figure 3.7: Schematic diagram of homography transformation relationship [4] (no license
required).
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[h11, h12, h21, h22], [h13, h23], and [h31, h32], which respectively represent the affine transformation,

the translation transformation, and the perspective transformation [4].

To derive H between two image frames, one has to explicitly define the coordinates of four

feature points across both image frames. These four points have two coordinates each (x and

y or x′ and y′), so one can derive eight linear equations to solve for the eight unknowns in the

homography matrix. Typically there is a degree of noise in deriving these coordinate points, so

better methods for deriving H usually employ selecting more than four feature points. Across this

extended set of coordinates, a linear least squares approximation is usually applied in estimating

the values of the H matrix.

For the Crossfire system, it was deemed necessary to calibrate a homography matrix that

could transform the thermal image frame coordinates into the RGB image frame coordinates.

This was determined to be the best course of action because the FOV of the FLIR Vue TZ20

Thermal Camera was wider than that of the Zenmuse H20 RGB camera. By transforming a wider

image into a narrower one, the resulting warped images are usually cropped as opposed to adding

blank spaces to the transformed image. Additionally, the RGB camera’s resolution is higher.

Any sort of processing on a blended image resulting from a transformed image laid overtop its

counterpart is better suited to be done on higher resolution images. Therefore, compressing the

thermal image to fit the dimensions of the raw RGB image was determined to be the best course

of action.

The figures in 3.8 demonstrate success with using a homography matrix to transform

raw thermal imagery from a thermal camera into the perspective and resolution of imagery

from an aligned RGB camera. The raw images are seen in 3.8a and 3.8b. A homography

matrix was calibrated between these two images using features on the face of the building.
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From there, a homography matrix was derived and applied to the raw thermal image. Utilizing

OpenCV’s warpPerspective() function, the H matrix was used to warp the raw thermal image

into a transformed image (3.8c) whose perspective closely matches the original raw RGB image

(3.8d). The explicit homography matrix derived for the demonstration was:

H =


3.672 1.066 −292.544

−0.159 4.749 −505.853

−0.0005 0.0012 1.000


Utilizing knowledge of what each value represents, it is apparent that the perspective transformation

(denoted in the bottom row) was minimal while the translation transformation (denoted in the

right-most column) was significant. Given that the cameras were aligned but that they had

significant differences in resolution, this derived homography matrix is reasonable but not perfect.

A homography is dependent upon the depth of the images with which it is calibrated, so there

will be some small error in the homography implicit with images with a depth differing from the

calibration images. Still, a homography with some error is a practical tool.

Homography transformations are useful for more than warping one image on to another. As

will be discussed in the next section, the homography matrix plays a significant role in comparing

the pixel coordinates of thermal blobs and detected fires.

3.1.4 Visual Data Fusion

A significant component of the contributions of this thesis is the fusion of thermal camera

detection data with that of RGB camera detection data. As discussed in the pervious two subsections,

thermal blob detection and object detection of fires are generally reliable at detecting fires,
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(a) A raw thermal image as taken by the FLIR Vue
TZ20.

(b) A raw RGB image as taken by the Zenmuse H20
at the same moment as 3.8a.

(c) A transformed thermal image that closely
reflects the POV of 3.8d.

(d) The same raw RGB image in 3.8b. The POV
from 3.8c now closely aligns with it.

Figure 3.8: A homographic transformation of a raw thermal image (3.8a) into the dimensions of
a raw RGB image (3.8b). Imagery taken at MFRI College Park, September 19, 2024.
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but they both have pitfalls. The thermal camera must be carefully calibrated for thermal blob

detection to work accurately. Meanwhile, successful object detection of fires with RGB cameras

is dependent upon the angle at which the fire is viewed.

The Crossfire system utilizes cameras that capture data at 30 frames per second (FPS),

so by default these algorithms are being applied to a multitude of frames. If there is set of

frames (S) where a fire may be present, there is likely a subset where the thermal blob detection

algorithm detects a fire (Sthermal fire) and a subset where the object detection algorithm detects a

fire (SRGB fire).

Sthermal fire, SRGB fire ∈ S (3.4)

The union of these two subsets represents the frames where a fire is detected by both

algorithms (Spossible fire).

Spossible fire = Sthermal fire ∪ SRGB fire (3.5)

The visual data fusion algorithm of the Crossfire system is designed so that the set of frames

where thermal blob detection and RGB object detection both indicate a possible fire (Spossible fire)

is truncated in such a way so that a resulting subset (Sdetected fire) of frames each have a very high

likelihood of actually having captured a wildfire.

Sdetected fire ∈ Spossible fire (3.6)

The process for how the set of possible fires (Spossible fire) is truncated into a set of likely

fires (Sdetected fire) is displayed via the diagram in 3.9. The process takes multiple inputs: the
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annotated frames and fire bounding boxes from the thermal blob detection and RGB object

detection algorithms discussed previously, a homography matrix that maps the thermal image

frames to the RGB image frames, and a pixel distance threshold value (pthreshold ∈ [0,
√
w2 + h2],

where w is the width of the RGB frame and h is the height of the RGB frame.

The visual data fusion algorithm consists of two parallel processes. One process loops

through all combinations of thermal bounding boxes and RGB bounding boxes passed as inputs.

The coordinates of the thermal bounding boxes are transformed into RGB image coordinates via

the homography transformation equation given in (3.3). From there, the euclidean pixel distance

between the centroids of the transformed thermal bounding box ([xthermal, ythermal]) and the RGB

bounding box ([xRGB, yRGB]) is calculated as:

pdist =
√

(xRGB − xthermal)2 + (yRGB − ythermal)2 (3.7)

This euclidean distance for each pair of thermal bounding box and RGB bounding box

centroids is then compared to the pixel distance threshold. It is assumed that all of these distances

are stored in a set for the given frame (Sdistances). If any of the distances is within the threshold,

the fire detection signal is set to true. Otherwise the signal is set to false.

FIRE SIGNAL =


1, ∃ pdist ≤ pthreshold ∀ pdist ∈ Sdistances

0, otherwise

(3.8)

The other process that occurs in parallel is a bit simpler. The annotated thermal frame

is warped to align with the RGB frame utilizing the homography matrix. These two annotated

frames are then blended together using OpenCV’s addWeighted() function. This function effectively
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blends two frames together with a weight α ∈ [0, 1] that sets the intensity of the first inputted

frame as α and the second inputted frame as 1−α. If FIRE SIGNAL is determined to be true, the

blended frame is annotated further to mark where the fire has been detected and to add a “FIRE

DETECTED” flag to the output frame.

Examples of fused frames where a fire has and has not been detected are presented in 3.10.

Notably, the fire is present in both frames, but only one of them positively identifies the fire.

Given the design of the Crossfire system’s fire detection algorithms, the presence of some false

negatives regarding fire identification is allowable.

Video data fusion in the Crossfire system takes a conservative approach to identifying

potential fires. It requires affirmation from both the thermal blob detection and RGB object

detection algorithms to even consider if a fire is in frame. From there, the heuristic algorithm

described above must return a true condition for a fire to be detected. This is stringent, however

it significantly reduces the amount of potential false positives. False negatives are allowable so

long as each real fire is identified by some minimal number of image frames (usually 4 due to the

implementation of a DBSCAN clustering algorithm that will be discussed shortly). For example,

if a fire is in frame for five seconds, and the processing software is able to process 10 frames per

second, then the successful detection rate for that fire need only be 8%. In cases above (when the

UAV is flying at an altitude of 100ft.), we’ve shown that the thermal blob positive detection rate

is very high (near 100%) for a well-calibrated camera, and the RGB Object Detection algorithm

has a roughly 50% true positive detection rate. These probabilities are much higher than what is

needed to positively identify the fire.

Fire Detection is a critical aspect of the Crossfire system. However, it must be combined

with fire localization techniques in order to plan missions to suppress said fires. The localization
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(a) A fused image output where a fire has been detected..

(b) A fused image output where no fire is detected. A fire is not detected because the object detection
algorithm struggles to identify the fire at this angle.

Figure 3.10: Two fused images displaying an image with a detected fire (3.10a) and without a
detected fire (3.10b). Imagery taken at MFRI La Plata, October 8, 2024.
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technique used in the Crossfire system will now be discussed.

3.2 Positions of Interest Localization

Designing a response to a wildfire begins with knowledge of where that fire is. These

positional estimates are critical in dispatching and optimizing the use of fire-fighting assets.

Therefore, fire localization is a crucial aspect of the Crossfire system.

3.2.1 Target Specification with Available Telemetry

As mentioned previously, the Crossfire system currently employs a DJI M300 RTK quadrotor

UAV. The M300 configuration in use is discussed in detail in Section 2.2. The M300 has sensors

typical of quadrotor UAVs, such as IMUs, GPS receivers, altimeters, etc. However, the RGB

payload camera—the Zenmuse H20—also has a built-in laser rangefinder. This laser rangefinder

is aligned with the RGB camera’s image frame so that it is aimed at the frame’s center.

The Zenmuse H20’s rangefinder has access to the M300’s real-time position and orientation

estimates. Therefore, by fusing together these estimates with the rangefinder’s reported range, the

pitch and yaw angles at which the RGB camera is pointed, and the UAV’s altitude, a geospatial

estimate of the point on the ground which the laser rangefinder is pointing at can be reported

to the user. This information is displayed as a telemetry overlay with the latitude and longitude

coordinates of the point as well as its estimated altitude reported as feet above sea level. A

screenshot of this telemetry overlay with the rangefinder data annotated is displayed in 3.11.

This information can be extracted every single time that a fire is detected in the RGB

camera image. Therefore, the Crossfire system will know the geospatial data of the exact points
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Figure 3.11: M300 RGB Camera stream with laser rangefinder position estimates circled in red
and the rangefinder “target” and reported range circled in blue. Imagery taken at MFRI La Plata,
February 5, 2025.

at the center of the RGB camera’s images when fires are present. This is by no means an exact

localization of each fire, but the data can be analyzed in such a way that the estimates produced

are pretty close (on the scale of ∼ 10 meters positional error according to tests). These fire

location estimates are then referred to as “Positions of Interest” (POIs).

The Smart Controller is capable of processing M300 imagery and combining that imagery

with data from the flight controller and laser rangefinder. However, due to the limited storage

capacity of the Smart Controller and the need to save test flight data for post-flight development

activities, it was deemed logical to run the processing algorithms via a ground station computer.

Unfortunately, the ground station laptop had no means of directly receiving the laser rangefinder

data. This problem was solved by implementing an Optical Character Recognition (OCR) model

to read the rangefinder position estimates into text.
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The OCR specifically used in this application is Tesseract, an open-source model maintained

by Google [40]. There is a publicly available Python library named pytesseract that is based on

the Tessaract model that contains wrapper functions critical in image-to-text applications. The

Crossfire system utilizes the following steps to extract the laser rangefinder data from the RGB

image frame:

1. Copy and crop the RGB frame so that it is just the annotated red box from 3.11.

2. Process the cropped image by converting it to gray scale and applying a threshold to

creating a binary frame that only keeps white pixels.

3. Extract the text utilizing pytesseract’s image to string() function.

4. Verify that the text is valid, i.e. check for the proper number of digits after decimal points,

directional indicators (N, E, S, W), etc.

5. If the text is valid save it. Otherwise, discard it.

There are a multitude of ways to improve OCR performance. In this research, basic

optimizations such as image pre-processing and increasing the resolution of the input images

were applied. With these implemented, the Crossfire system reached a high enough rate of

successful image-to-text operations for the POI estimation pipeline to work properly.

3.2.2 Recording Relevant Flight Data

In order to carry out Positions of Interest estimation, the ground station laptop must record

data extracted during a broad area survey flight that is useful in estimating the POIs. This

data is composed of the time of detection in milliseconds since epoch; the latitude, longitude,
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and altitude estimates for the laser rangefinder’s target; the fire detection signal; if the fire was

detected: the pixel centroid coordinates in the RGB frame and the pixel area of the fire’s YOLOv8

detection bounding box.

In real-time during the flight, the relevant data is packaged into an XML file. Entries are

created for each analyzed frame and the file grows as the flight continues. A sample of two entries

from such an XML file—one where a fire was detected and one where one wasn’t—is presented

in 3.12.

3.2.3 Positions of Interest Estimation

The geospatial data that the Crossfire system has access to is not a direct estimate of the

fire’s position derived from each image frame. It is in fact a positional estimate of the point on

the ground at the center of said images. This is sufficient for the purposes of the Crossfire system.

So long as an estimate of the fire’s position is relatively close to the ground truth, when a pilot

operates a revisit/suppression flight they can scan the ground nearby Point of Interest waypoints

for the fire’s actual position. Additionally, the geometry of the survey flights is usually helpful in

improving the POI positional estimates. More on why these characteristics are allowable and/or

take place will be discussed later.

After a survey flight, the packaged XML file is loaded into a script that utilizes a clustering

algorithm named DBSCAN to differentiate geospatial clusters of laser rangefinder positions

associated with a detected fire. DBSCAN, which stands for Density Based Spatial Clustering

of Applications with Noise, is an algorithm which identifies sets of clusters according to two

parameters: ϵ—a minimum distance between points in the same ϵ-neighborhood—and nmin—a
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Figure 3.12: Sample XML file output with relevant flight data showing an entry instance where
fire is detected and one where it is not.
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minimum number of neighbor points required to form sets around a core point [41].

DBSCAN identifies clusters by checking the ϵ-neighborhood for every single point in the

initial set (D). The number of points within the ϵ-neighborhood (Nϵ) for a given point ‘p’ is

defined as

Nϵ = [dist(p, q) < ϵ ∀q ∈ D] (3.9)

If the ϵ-neighborhood of point p contains the minimal number of points

Nϵ(p) ≥ nmin (3.10)

then p is referred to as a core point. p’s neighbors may themselves be core points, or they may

not be. What matters is that p is a core point to a cluster and all of p’ s neighbors, neighbor’s

neighbors, etc., are part of the defined cluster. If p happens to be part of the cluster of another

point ‘v’, then p and v are simply considered to be part of the same clusters. Clusters can not

overlap, and some points may not belong to any clusters and are generally considered to be noise.

DBSCAN is most simply applied in Euclidean space, in this case R2 or R3. The Crossfire

system converts the coordinates in the Latitude-Longitude-Altitude (LLA) reference frame to an

East-North-Up (ENU) reference frame. For DBSCAN, the origin of the ENU frame is arbitrary

and in this case is taken to be the first valid coordinates of a potential detected fire (outlier

coordinates are removed prior to applying DBSCAN). The Haversine formula [42] is used for

this reference frame transformation of coordinates. The formula references the ENU coordinates’

origin’s latitude (ϕ0) and longitude (λ0), and takes as input the latitude (ϕ1) and longitude (λ1) of

some point whose ENU coordinates are desired. It is presumed all latitude and longitude values
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are in radians. A delta is defined for each latitude and longitude.

∆ϕ = ϕ1 − ϕ0 (3.11)

∆λ = λ1 − λ0 (3.12)

A couple of parameters are then defined:

a = sin2(
∆ϕ

2
) + cos(ϕ0) cos(ϕ1) sin

2(∆λ) (3.13)

c = 2arctan(

√
a√

1− a
) (3.14)

The distance between the coordinate inputs and the origin (l) is then calculated as

l = Rearth c (3.15)

where Rearth is Earth’s radius in whatever units of length are desired.

The x- and y- coordinates of the input coordinates are finally calculated in the ENU frame,

with (x1) being the coordinate along the East axis and (y1) being the coordinate along the North

axis. It is presumed that the origin coordinates (x0, y0) = (0, 0).

x1 = Rearth ∆λ cos(
ϕ0 + ϕ1

2
) (3.16)

y1 = Rearth ∆ϕ (3.17)

The above formulae are applied to all LLA coordinate points relative to a defined origin.
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The East-North-Up coordinates that are estimated using a flat-Earth model in R3 euclidean space

are accurate enough for the DBSCAN algorithm to be applied to them.

DBSCAN as applied to an example set of data can be seen in 3.13. This data set was

captured with the M300 in the configuration utilized for the Crossfire system. Each data point

corresponds to a set of laser rangefinder LLA data transformed into the ENU reference frame

and coordinates. For this specific example, all rangefinder data (not just those associated with

detected fires) was analyzed by the DBSCAN algorithm. The laser rangefinder data was collected

while the drone sat stationary on the ground and the gimballed cameras + laser rangefinder were

“swept” in an arc with a zero pitch angle. At specific points in this arc the camera’s angular

velocity was stopped to collect multiple data points at specific angles.

When DBSCAN was ran in post-processing on the collected data set, the ϵ parameter value

for cluster identification was set fairly low in order to differentiate multiple clusters. Four clusters

and their associated centroids were identified and are marked in ENU coordinates relative to an

origin point. There is one noise data point at the northwest corner of the grid.

3.13 demonstrates strengths of DBSCAN—for example, Cluster 0 and Cluster 3 are easily

identified and differentiated. It also demonstrates potential weaknesses—the border between

Cluster 1 and Cluster 2 appears to be somewhat arbitrary. It is therefore important to carefully

select the algorithmic parameters, namely ϵ and nmin when applying DBSCAN to real data sets.

A discussion on what the parameters were selected to be for the Crossfire system will come later.
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Figure 3.13: DBScan as Applied to an Example Set of Data. Parameters: ϵ = 30ft., nmin = 4

3.3 Fire Suppression using Drop Mechanism

Perhaps the most critical component of the Crossfire system is its ability to suppress the

fires that it detects. This thesis places emphasis on the detection and localization tasks of the

system, but it will still touch on suppression. This includes a discussion on revisit/suppression

flight path-planning to potential fires, the suppression drop procedure as specifically applied to

the M300, and reviewing some data from suppression drop testing.

3.3.1 Path-Planning using Positions of Interest

After an initial broad area survey flight where a UAV has identified potential fires, the

previously discussed DBSCAN clustering algorithm is applied to laser rangefinder data associated
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with a detected fire. The important outputs from the application of DBSCAN are the identified

cluster centroids. These centroids are locations relatively close to potentially detected fires,

and are generally referred to as POIs in the Crossfire system. They can be used to plan a

revisit/suppression flight for the Crossfire system that visits each of these POIs optimally according

to some constraint. This class of problem is typically referred to as a routing problem.

Google has published an open source library of optimization tools that it refers to as OR-

Tools. Within this tool suite is a sub-library dedicated to routing optimization that has published

APIs and software libraries [43]. These solvers can be applied to problems such as the one in

this thesis: finding a route that visits all POIs while minimizing the route’s distance. The specific

solver selected for the Crossfire system was the Traveling Salesperson Problem (TSP) solver.

The TSP solver is equipped to calculate the optimal (i.e., least cost or shortest) path for a

single vehicle to visit all nodes in a given set. The more general case for the TSP solver is the

Vehicle Routing Problem (VRP), which allows for more than one vehicle in the solution. This is

currently out-of-scope for the Crossfire system and this thesis, however it may be introduced as

the system grows in complexity.

The TSP solver generally works as follows:

1. A symmetrical nxn distance matrix that calculates the distance between n nodes is computed.

2. A cost evaluator function is defined that can reference the distance matrix and some function

for cost and returns the cost to travel between two given nodes.

3. Search parameters are set, such as optimizing for the shortest path.

4. The TSP solver is called with the above inputs and returns an ordered array of the optimal

path with node identifiers.
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The TSP solver is an admittedly complex algorithm, and is more computationally intensive than

needed for cases where only a few POIs are identified. That stated, an important aspect of the

Crossfire system is its scalability. In test cases where there is a singular suppression UAV visiting

a few POIs, computationally cheaper routing algorithms would work just as well. However,

the decision was made to implement a TSP solver so that if the scope of the Crossfire system

grows—as is likely—than the framework needed to solve for more complex routing problems

will already be in place.

An example of the TSP solver applied to the output of the DBSCAN clustering algorithm

in 3.13 can be seen in 3.14. It is displayed in both 2 dimensions (3.14a) and 3 dimensions (3.14b),

while annotated to demonstrate the calculated route in the 2-dimensional version.

(a) The outputted TSP route projected in 2D. (b) The outputted TSP route in 3D.

Figure 3.14: A TSP route solution projected in 2D 3.14a and 3D 3.14b with nodes taken to be
cluster centroid from 3.13.

For the Crossfire system, the generated route is exported from the post-processing script in

the form of a Keyhole Markup Language (KML) file. This is a file type that is used to format

and store geographic data. Most of DJI’s UAVs—such as the M300—can import KML files via
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their controllers and covert the data into an automatic waypoint flight. This is precisely what the

generated KML files in the Crossfire system are used for. More on this process will be discussed

in Chapter 4.

3.3.2 Suppressive Agent Drop Procedure

The third-party drop system integrated into the Crossfire system is the DroMight Talon V1.

Information on this system is given in Section 2.2.

The process for dropping the suppressive agent payload on any fires is relatively simple but

requires mostly manual inputs from the UAV pilot. The procedure is laid out in the diagram in

3.15.

The drop system and procedure have a few requirements. The first and most important is

that the suppressive agent can interface with the drop system. This is relatively simple to do, the

suppressive agent—i.e. water for all of the testing discussed in this thesis—is contained in a water

balloon that is either attached via net or rubber band to the DroMight Talon V1. Second, after the

water balloon containing the suppressant is attached to the drop system, the photo-resistor circuit

within the Talon V1 must be calibrated. This occurs by turning on the M300’s strobe lights,

turning them off, and waiting five seconds. After this period, a green LED light on the Talon V1

will indicate that the photo-resistor circuit is calibrated. The next time the strobe light is turned

on, the pin holding the suppressive payload will be pulled and the payload will drop.

For the scope of this thesis, all of the suppressive payloads are simply water balloons that

burst upon impact with the ground. The Crossfire project team is designing and experimenting

with “air-burst” mechanisms that rupture the balloon’s membrane some specified time and height
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after being dropped. This will allow for a more dispersed application of suppressant, which will

likely perform better at extinguishing fires. The Crossfire team is pursuing a purely-mechanical

version and a electric-circuit version of the “air-burst” mechanisms. These improved drop systems

will not be expounded upon any further in this thesis, but are worth noting.

3.3.3 Suppression Testing

The maximum payload capacity of the M300 when accounting for the weights of its camera

payloads as well as the Talon V1 drop system is somewhere in the range of 1.2-1.5 kg. The

Crossfire team has conducted experiments to estimate the required mass of a water ballon that

bursts upon impact to suppress an incipient wildfire. Those estimates are in the range of 7-

8kg—well above the maximal payload for the M300 platform. Therefore, suppression drop

testing utilizing the M300 was conducted in order to demonstrate the capability of delivering

suppressant payloads to potential fires, not to actually extinguish fires.

The procedure for drop testing is relatively simple:

1. A target on the ground is marked. A reference frame emanating from the target is defined.

2. A ballon is loaded on to the drop system, and the photo-resistor circuit is calibrated.

3. The UAV is piloted directly above the target at some desired altitude. Wind conditions are

recorded.

4. The balloon payload is dropped. The point of impact is recorded.

5. The distance between the point of impact and the target is recorded in terms of coordinates

in the defined target reference frame.
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Drop Altitude
(ft./m)

Impact Distance
from Target (m)

Drop Altitude /
Impact Distance Ratio

Attachment
Method

50 / 15.24 0.050 0.0033 Net
60 / 18.29 0.639 0.0349 Net
70 / 21.34 0.573 0.0268 Net
80 / 24.38 1.332 0.0546 Rubber Band
100 / 30.48 1.202 0.0394 Rubber Band

Table 3.1: Drop Testing Data

The results from drop testing are tabulated in Table 3.1. During this test, all balloons

were filled to a mass of 1kg and there was no measurable wind. Generally, as the drop altitude

increased, the impact distance distance (error distance) from the target increased as well. There

are deeper subtleties not necessarily captured by this data.

There are two different attachment methods for the M300 drop system: a net and a rubber

band. They are displayed in flight configurations in 3.16. From the limited testing that was

conducted, it is apparent that the net generally leads to a smaller impact distance (see the Drop

Altitude/Impact Distance Ratio column). From a qualitative perspective, this is unsurprising.

On-board video taken by the UAV during drop testing demonstrated that balloons attached via

rubber band will oscillate like a pendulum when the UAV moves through space. Therefore, the

ballon has some notable horizontal velocity component when it is dropped, leading to larger

impact distances from the target. The net attachment also experienced this pendulum motion,

however it was generally damped more and therefore the initial horizontal velocities imparted on

the balloon at drop time were smaller. In order to confirm these hypotheses, more testing will

need to be conducted.

The drop testing conducted for this thesis has been invaluable in understanding how any

revisit/suppression missions for the Crossfire system must be designed. In the next Chapter, the
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(a) The M300 with a balloon attached via a
rectangular net.

(b) The M300 with a balloon attached via rubber
band.

Figure 3.16: Images of the M300 in flight carrying a balloon payload attached by net (3.16a) and
by rubber band (3.16b).
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end-to-end system design will be discussed, and experimental results will be presented.
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Chapter 4: Experimental Demonstration of Integrated System

This chapter will begin by detailing how the previously discussed components in Chapters

2 and 3 are integrated together to form the Crossfire system. Then, a short briefing on the testing

facilities utilized throughout this research will be presented. Finally, experiment results and

discussion thereof will complete the chapter.

4.1 Concept of Operations

The Concept of Operations (ConOps) for the Crossfire system consists of two different

types of flight missions: a Broad Area Survey, and a Revisit/Suppression Flight. During the

broad area survey, the UAV surveys the entirety of the test area and streams data down to the

ground station, where potential fires are detected and localized. During the revisit/suppression

flight, the UAV returns to Points of Interest identified during the broad area survey and follows

the Suppressive Agent Drop Procedure if the pilot confirms the presence of a fire.

4.1.1 System Components

Most of the components of the Crossfire system have already been discussed in detail. To

reiterate, the system components are

• UAV Platform: The DJI M300 RTK quadrotor UAV with its built-in flight computer,
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sensor suite, etc.

• Payload Cameras: The Zenmuse H20 RGB camera and the FLIR Vue TZ20 thermal

camera, both of which interface with the M300.

• UAV Contollers: Two DJI Smart Controllers that interface with and stream video from the

M300.

• Ground Control System: A laptop or PC that can accept video streams via HDMI capture

card from the Smart Controllers. The laptop or PC must also run the real-time processing

software.

The Ground Control System (GCS) has not yet been discussed in detail. A more thorough

explanation of its operational responsibilities follows.

4.1.2 Ground Control System Design

The Ground Control System, in brief, is designed as follows: two Smart Controllers transmit

video streams via HDMI and HDMI capture card to the ground station laptop. These video

streams are used as inputs in the fire detection software. A primary operator can pilot the drone

via a Smart Controller while its video simultaneously streams to the laptop. A second operator

can initiate the fire detection software on the laptop and also has the ability to adjust the camera

gimbal angles on the second Smart Controller. A diagram which demonstrates the roles and

responsibilities as well as how they interface with the GCS components can be seen in 4.1.

The fire detection software—sometimes referred to as processing software—admits HDMI

streams from the Smart Controllers. One stream is the RGB payload camera video with overlaid
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Figure 4.1: Operator roles and responsibilities. Dashed lines show wired or transmitted
connections between system components. Solid lines indicate where humans are required to
interface with components.
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telemetry (from Smart Controller A operated by the pilot), and the second stream is the thermal

camera video (from Smart Controller B operated by the second operator/ground station manager).

Samples of the video inputs as they are inputted into the the fire detection software are shown in

4.2.

There are a few items of note about the sample images. For one, the thermal image streams

with a significant black border. The actually boundaries of the thermal image are annotated in red

(Figure 4.2b). Upon input in the fire detection software, every thermal image frame is cropped to

the highlighted red boundaries. Secondly, a separate homography matrix is utilized to transform

the cropped live-stream thermal image to the live-stream RGB image. Its values are different than

the sample homography matrix discussed in Section 3.1.

The fire detection software is ran as a Python program from a command line terminal. It

is able to handle “streaming blackouts”, i.e. whenever the HDMI streams cut out the software

continues to run. User input is required to terminate the program, however. Depending on the

ground station laptop/PC, it can take up to a minute for the fire detection software to initialize.

Therefore, it is the best practice for the software to be initialized while the UAV is on the ground

prior to its broad area survey flight.

While the fire detection software runs, the blended video output with annotated fire detections

is displayed in real-time on the ground station laptop/PC. Therefore, the processing software can

also be used to aid the system operators in fire detection tasks beyond the broad area survey. One

such task may be to help determine fire detections during revisit/suppression flights.

Lastly, the fire detection software records and stores the blended video output and the fire

detection XML file into defined file paths on-board the ground station laptop/PC.
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(a) A sample image frame of the RGB video live-stream with telemetry overlay.

(b) A sample image frame from the thermal video live-stream with the boundary of the image
annotated in red.

Figure 4.2: Sample live-stream images as they are inputted into the Crossfire GCS. Imagery taken
at MFRI La Plata, February 5, 2024.
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4.1.3 System Initialization

“System Initialization” refers to the processes required to properly power up and calibrate

components of the Crossfire system. The steps for initializing the system are as follows:

1. Power on the UAV and associated Smart Controllers.

2. Connect the Smart Controllers via HDMI and HDMI Capture Card to the ground station

laptop/PC. Ensure the proper video configurations are streamed by the Smart Controllers.

3. Begin running the fire detection software—configured to save fire detection information as

well as a recording of the blended video output.

4. Calibrate the FLIR Vue TZ20 thermal camera. More information follows after this list.

5. Program the automated broad area survey or revisit/suppression flight profile.

6. Initiate the takeoff sequence.

In order to calibrate the FLIR Vue TZ20 thermal camera, the camera settings are set to

a Hot Scene Dynamic Range (SDR). The camera is then calibrated so that its temperature-to-

intensity mapping for each pixel is locked via the Automatic Gain Control (AGC) setting. This

means that the said mapping will not dynamically change with the scene. When the AGC Lock

is initiated, the highest intensity detected by the thermal camera (bit value 255) is the minimum

of either the maximal temperature encountered in the scene or the hottest allowable temperature

in the SDR. The lowest intensity (bit value 0) is mapped to the maximum of either the minimum

temperature encountered in the scene or the lowest allowable temperature in the SDR.
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Through experimentation, it has been found that there are two reliable methods to calibrate

the FLIR Vue TZ20 with AGC Lock. These are to set the AGC lock with either a fire or a 150W

ceramic reptile lamp within the field of view of the thermal camera. The reptile lamp is the

preferred method, as after a few minutes of being powered on it will reach surface temperatures

high above any other items in the testing environment besides the fire itself (the exact surface

temperature is not stated by the manufacturer but technical specs place the air temperature 6

inches from the lamp at 113◦
F ).

Programming an automated flight (either for a broad area survey or a revisit/suppression

flight) is conducted on the pilot’s Smart Controller. DJI has software on-board the Smart Controller

that automatically generates broad area survey flight profiles that follow lawnmower patterns. The

user must define the search area as well as the flight altitude. For the revisit/suppression flights, a

KML file generated by Ground Station post-processing software is imported via a flash memory

card (namely a microSD card) that is inserted into the Smart Controller. The flight planning

software is capable of reading the KML file and generating an automated waypoint flight from it.

4.1.4 End-to-End System Design

The end-to-end system design for the Crossfire system details all the components and

procedures necessary for the process spanning from an initial broad area survey to the suppression

of all fires in a testing space. It is extensive, and many of the individual components to the design

have been discussed in previous sections.

The end-to-end system design is generally referred to as the fire process chain in this thesis.

A block diagram of the fire process chain is presented in 4.3. There are notable identifiers in the
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block diagram. Any processes in green blocks are fully autonomous, any in red are actions

performed by humans, and any in yellow are “semi-autonomous”—meaning that those processes

are partially automated. The diagram is also split up into three rows, each of which corresponds

to actions performed on the Ground Station, the Smart Controllers, and by the UAV itself.

Beginning from MISSION START, the first part of the fire process chain consists of initializing

the Crossfire system and conducting a broad area survey. This is the most automated component

of the fire process chain and represents a significant share of contributions of this thesis. In

summary, during the broad area survey:

1. The Crossfire system is initialized and a broad area survey flight is defined.

2. The UAV conducts the broad area survey while the ground station receives video streams

from the payload cameras and runs fire detection algorithms in real-time.

3. At the end of the broad area survey, the UAV either loiters or lands.

4. During the broad area survey, a fire detection data file in an XML format is generated that

will be used to define the revisit/suppression flights mission plan.

This fire detection data file is the critical output from the broad area survey. It is used to

calculate the coordinates of Points of Interest that the UAV must revisit. At these POIs, there may

be fires that must be suppressed.

At the end of the broad area survey, post-processing software is ran which calculates the

POIS and determines the optimal route for re-visiting them. This route is loaded on to the UAV

as described above. From there, an iterative loop occurs such that:

1. The UAV approaches a designated POI. At the POI the pilot takes manual control.
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2. The pilot determines if there is a fire present—both by manual inspection and/or with the

aid of fire detection software.

3. If a fire is present the, the pilot positions the UAV above the fire and initiates a suppressant

drop. If it is not present, then the next POI on the flight plan becomes the designated POI

and the process returns to step 1.

4. After dropping suppressant on the fire, the pilot determines if it had been extinguished.

If so, the next POI becomes the designated POI. If not, then the current designated POI

remains so.

5. The UAV is returned to a reloading station, a new suppressant payload is loaded. The

process returns to step 1.

This loop continues until all POIs have been investigated and all fires have been extinguished.

Depending on the complexity of the test, this may not be possible with maximum suppressant

payload masses of roughly 1kg. That stated, this iteration of the Crossfire system is intended to

be demonstrative in regards to suppression tasks, not necessarily a be-all end-all answer.

4.2 Description of Testing Environments

There is one primary and one secondary testing environment that was used for data collection

throughout this research. Both of these environments are run by the Maryland Fire and Rescue

Institute (MFRI), with the primary based in La Plata, Maryland, and the secondary in College

Park, Maryland. Satellite images of both sites can be seen in 4.4.

The MFRI La Plata site was where most testing was conducted. It lays outside the Capitol
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(a) MFRI La Plata test site with testing space
boundaries annotated in red.

(b) MFRI College Park test site with testing space
boundaries annotated in red.

Figure 4.4: Testing sites used in testing the Crossfire system.
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Exclusion Zone, meaning that no special waivers are needed to fly light-weight UAVs up to

altitudes of 400 ft. The permitted air space for testing (outlined in red in 4.4a) has an area

of roughly 20, 000 m2, or roughly 0.02 km2. The facility is capable of lighting a pool fire

(whose power are unrecorded by site staff) and pallet fires (power estimated at 500 kW). The

pool fire is roughly sized at 8 by 10 feet, while the pallet fires are about 2 by 3 feet. Additionally,

there are obstacles and potential false positives scattered throughout the testing space such as

numerous aluminum car chassis that are capable of reaching temperatures higher than their

external environments. Most figures and data presented in this thesis were collected the the

La Plata facility.

The MFRI College Park facility was utilized for ground testing for this thesis. It lays

within the Capitol Exclusion Zone so a special waiver is needed for flying UAVs at any altitude.

It therefore remained an option but was not utilized once flight testing began. The College Park

facility has multiple training towers and a large concrete pad where pallet fires can be placed. As

an example, images from Figure 3.8 were taken at MFRI College Park.

4.3 Experimental Testing and Results

In this section, experimental results from tests of the fire process chain will be discussed.

The analysis will first focus on broad area survey results, then revisit/suppression flights results,

and finally a discussion on the performance of the end-to-end system.
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4.3.1 Analysis of Broad Area Survey Testing

The procedure for testing fire detection and localization is relatively simple. A testing area

is defined where some sort of fire (usually a pool fire managed by MFRI) could be lit within its

boundaries. From there, the UAV embarks on a broad area survey and the fire detection software

is ran on the ground station laptop/PC. The fire processing software is configured such that data

can be recorded and analyzed in post-processing. All fire detection and localization flight tests

occurred at MFRI La Plata.

For the first round of testing, one pool fire was lit in the testing area and the UAV conducted

two broad area surveys at an altitude of 100ft. above ground level (AGL) and one broad area

survey at 150ft. AGL. For one of the 100 ft. AGL tests, the thermal camera was calibrated with

the pool fire in frame, and for the other two tests the thermal camera was calibrated with a reptile

lamp in frame. For all tests, the cameras were pitched at an angle of −45
◦ from the line radiating

forwards of the UAV body.

The results from the first test—survey altitude of 100 ft. AGL and thermal calibration via

the fire—are visible in 4.5. In the plot, the flight trajectory is depicted in green. The circles

correspond to positions reported by the laser rangefinder, where white infills indicate no fire was

detected in the given frame and orange infills indicate that a fire was detected in the frame. The

ground truth position of the fire is marked as a red square. The cluster centroid(s) resulting from

the DBSCAN algorithm being applied to the data set of detected fire image frames are marked as

blue squares.

There is a notable pattern with the geometry of the flight path. Due to the camera gimbals

being pitched at −45
◦ , the geospatial positions of the reported laser rangefinder coordinates are
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Figure 4.5: Detections and Flight Trajectory from broad area survey of a singular pool fire at 100
ft. AGL, thermal camera calibrated via fire. Test Date: February 5, 2025.
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“ahead of” the flight trajectory. For example, if the UAV is traveling northwards, then the reported

laser rangefinder coordinates would be expected to be a distance equal to the altitude of the UAV

northwards of the UAV’s current positions, assuming the gimbal pitch angle is −45
◦ . For a flat-

Earth model, this expected leading distance (d) would vary by a function of the altitude (h) and

pitch angle (θ) as

d =
h

tan(−θ)
(4.1)

This equation is important to note in order to sanity check the data. In 4.5, from a glance, “lines”

of laser rangefinder data appears to be shifted by a distance of roughly 30m ( 100ft.) from the

beginning of each column sweep of the lawnmower pattern. This tracks according to our equation

for the expected distance shift (we’d expect d = 100ft., the altitude of the flight), and therefore

the curious geometry of the laser rangefinder positions relative to flight trajectory is indicative of

our expected results.

For the application of the DBSCAN algorithm, the parameters were set such that ϵ =

300ft. and nmin = 4. This was a generously large cluster radius that effectively ensured that any

detected fire image frames taken relatively close together would register as the same cluster. The

centroid of this singular cluster was estimated to be the fire location—within only a few meters

of the ground truth location. Granted, this approach heavily relies on utilizing the constraint that

there was only one fire in the test space. For real applications, the ϵ parameter must be reduced

to allow for multiple fire detections within small areas. From a brief post-processing analysis

of the data from the tests depicted in 4.5, 4.6, and 4.7, it was evident that ϵ can be reduced to

values as low as 100 ft. for only one cluster to be detected. Ultimately, this ϵ value is bounded

by some combination of the expected leading distance, broad area survey geometry (distance
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Figure 4.6: Detections and Flight Trajectory from broad area survey of a singular pool fire at 100
ft. AGL, thermal camera calibrated via lamp. Test Date: February 5, 2025.

between columns), and the flight altitude. The exact relationship is not trivial to solve for but

would make for an interesting investigation.

The same broad area survey flight profile at an altitude of 100 ft. AGL was applied to a

test where the thermal camera was calibrated with a reptile lamp. The results are visible in 4.6.

The data is very similar to that discussed previously. This demonstrates that the reptile lamp is

a viable calibration source. It also speaks to the repeatability of the lawnmower flight profile in

producing valid results for broad area surveys.
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Figure 4.7: Detections and Flight Trajectory from broad area survey of a singular pool fire at 150
ft. AGL, thermal camera calibrated via lamp. Test Date: February 5, 2025.
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Another broad area survey was conducted at 150 ft. AGL with a reptile lamp calibration.

The expected leading distance of the laser rangefinder data relative to the flight trajectory is now

longer, however it is apparent that the detection data when clustered still produces an estimated

fire location within 10m of the ground truth location. This is likely due to the symmetry of the

flight trajectory around the ground truth fire location. The plotted results are presented in 4.7.

Another test date was planned where more broad area surveys were ran. Specifically, five

were conducted: two at an altitude of 100ft., and one each at altitudes of 150ft., 200ft., and 300

ft. Both surveys at 100ft. had two fires lit in the test space. One of these ”two-fire” surveys was

conducted as part of an end-to-end Crossfire system demonstration and will discussed in a later

subsection. The most notable change in this second round of testing was that the flight trajectory

was expanded so that the surveilled area was roughly four times larger. The thermal camera was

calibrated with a reptile lamp for all of these tests.

The most unique results are presented in 4.8. During this test, two fires were lit in the

test space while the UAV surveyed at an altitude of 100 ft. AGL. Laser rangefinder coordinates

associated with detected fires were clustered in two groups, each of which was near either of the

ground truth fire locations. These results demonstrate that the DBSCAN algorithm used to group

these coordinates can be applied to appropriately differentiate data resulting from different fires.

For this survey flight—and all others on March 26th—the DBSCAN parameters utilized were

ϵ = 100ft. and nmin = 4.

Further broad area surveys and their detection results for a one-fire test space are presented,

with a survey altitude of 150 ft. seen in 4.9, 200 ft. in 4.10, and 300 ft. in 4.11. Much of the

same behavior as seen in previous results are present in these three plots. The surveilled area was

significantly larger than in previous tests, so the velocity at which the UAV traveled was increased
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Figure 4.8: Detections and Flight Trajectory from broad area survey of two fires at 100 ft. AGL.
Test Date: March 26, 2025.
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Figure 4.9: Detections and Flight Trajectory from broad area survey of a pool fire at 150 ft, UAV
Velocity = 10 MPH. AGL. Test Date: March 26, 2025.
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Figure 4.10: Detections and Flight Trajectory from broad area survey of a pool fire at 200 ft.
AGL, UAV Velocity = 10 MPH. Test Date: March 26, 2025.
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Figure 4.11: Detections and Flight Trajectory from broad area survey of a pool fire at 300 ft.
AGL, UAV Velocity = 10 MPH. Test Date: March 26, 2025.
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Flight Survey Altitude
(ft. AGL)

“Medium” Model
No. of Detections

“Large” Model
No. of Detections

150 60 68
200 112 124
300 2 6

Table 4.1: Number of Detections for Model Type, Test Date: March 26, 2025

from 5 MPH to 10 or 12 MPH. In each case, the surveillance flights were completed in roughly

5 to 6 minutes. There do not appear to be drawbacks from increasing the UAV velocity, however

the numbers of detections drops drastically as some non-linear function of altitude.

As altitude increases, the fire is comfortably detected by the detection algorithm up to at

least 200 ft. AGL. At some point between 200 and 300ft. AGL, the relative size of the fire to

the UAV from the ground is too small for the RGB object detection model to reliably detect the

fire. There appears to be some limit to how high this version of the Crossfire system can fly

and still produce a reliable number of detections. To further this investigation, experiments were

conducted in post-processing to compare the “medium” and the “large” fire detection models

in the hope that the “large” model would be better at detecting fire at higher altitudes. As a

reminder, the “medium” model has been used throughout this thesis in order to optimize accuracy

and processing speed.

From these experiments, the absolute number of fire detections from post-processing runs

of the detection software on the flight data were tabulated. The results can be seen in Table 4.1.

In essence, the “large” model usually induces slightly more true positive fire detections than the

“medium” model. That stated, the “large” model has a processing time of roughly double that of

the “medium” model, so in most scenarios the “medium” model is the optimal choice. At higher

altitudes, the number of detections produced by both types of models drops drastically, so the
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Test Date
Broad Area Survey

Altitude (ft.)
Thermal Camera

Calibration Method
Fire Localization
Radial Error (m)

Feb. 5, 2025 100 Fire 5.45± 0.27
Feb. 5, 2025 100 Lamp 7.51± 0.27
March 26, 2025 100 Lamp 12.66± 0.27
March 26, 2025 100 Lamp 9.77± 0.27
March 26, 2025 100 Lamp 15.53± 0.27
March 26, 2025 100 Lamp 9.59± 0.27
Feb. 5, 2025 150 Lamp 9.31± 0.30
March 26, 2025 150 Lamp 5.84± 0.30
March 26, 2025 200 Lamp 10.81± 0.33
March 26, 2025 300 Lamp 29.47± 0.39

Table 4.2: Fire Localization Error

altitude limit on reliable detections can not simply be solved by running a more complex RGB

fire detection model. In all broad area survey flights but one, the “medium” detection model was

utilized. For the survey presented in 4.11, the “large” model was used as the “medium” model

did not produce enough detections for the minimal cluster size needed in order to estimate the

fire’s position.

The error of the estimated fire location relative to to ground truth location across the all

previously discussed tests is presented in Table 4.2. There are limited tests to reference data from

due to the involved nature of carrying out one such test, however there are trends evident. For

one, as the broad area survey altitude grows, it is likely the fire localization error grows as well.

This is due to the fact that the fire will be in frame for laser rangefinder coordinates that are

increasingly far away from the fire ground truth location. The variance of these coordinates will

grow with altitude, and therefore the centroid of those clustered points will likely drift away from

the ground truth position as surveillance altitude grows.

This data is assembled into a plot seen in 4.12. There are only 10 data points in the plot,

however some trends are evident. As the surveillance flight altitude increases, the fire localization
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Figure 4.12: Fire Localization Error as Compared to Altitude. Test Dates: February 5 and March
26, 2025.

error as compared to the ground truth positions generally grows. This is not surprising as there are

less detections at higher altitudes, meaning there is less laser rangefinder data to use in estimating

the fire position. The error bars are set according to an error formula from the laser rangefinder

manufacturer[29], where the measurement accuracy σ is

σ = ±(0.2 + 0.0015D)m (4.2)

where D is the range to the measured object.
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A first-order and second-order polynomial fit was generated in attempts to quantify the

relationship between the localization error and the flight altitude. More data needs to be collected

in order to make more certain claims about this relationship, however a few trends are evident. For

one, as the flight altitude nears 100m (∼ 330ft.), the localization error increased drastically. This

is likely due to the fact that the number of detections at higher altitudes is small, so the geometry

of laser rangefinder coordinate clusters around fires is unlikely to be symmetrical. Therefore, the

centroid of said clusters will be further from the ground truth location of the fire.

A second consideration is that as the flight altitude decreases, it is possible the fire localization

error increases (as seen in the second-order polynomial fit). An explanation may be that at lower

altitudes, the number of image frames where a fire can possibly be detected is relatively small.

Thus, the position estimate of the fire is more influenced by the geometry of the survey flight

than for surveys at higher altitudes. Ultimately, more data would need to be collected in order to

verify or disprove this hypothesis.

A final investigation bore from the results of this section regarded the coverage rate achievable

by this configuration of the Crossfire system. From the above results, in order to get a relatively

accurate estimate of the fire’s position, a lawnmower surveillance pattern should be designed

where the fire is visible in at least two passes. This constraint allows for symmetry about the

fire’s ground truth location in the set of laser rangefinder coordinate associated with that fire’s

detection.

From this information, an equation can be derived for an upper bound on the coverage rate

achievable for this iteration of the Crossfire system. Defining and setting a couple of parameters

regarding the camera configurations—the smallest FOV is 82.9
◦ and the gimbal angle θ =

−45
◦—we can derive the width (w) of the area observed by the UAV sensors via a simplified
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triangle model of the camera’s field of view. Skipping the detailed derivation, this width is

w = 2
h

cos θ
tan(FOV/2) = 2.498h ≃ 2.5h (4.3)

where h is the surveillance altitude.

The coverage rate (CR) is simply this width times the UAV velocity divided by 2 (2 passes

are required of each point). Therefore

CR = wv = 1.249hv ≃ 1.25hv (4.4)

where v is the UAV velocity and coverage rate is in units of area per time.

Utilizing this equation, a plot was created that displays the coverage rate of the Crossfire

system at different UAV velocities and altitudes, seen in 4.13. These slopes are compared to the

coverage rates required for 2, 4, and 8 UAVs of the Crossfire system configuration to fully surveil

a 1km2 area in a 10 minute period.

From flight test data, the maximum altitude desired for surveillance is likely around or

slightly above 200ft. AGL, or roughly 60m. We can observe the plot and determine that, to

cover a 1km2 area in a 10 minute period, we would need 4 UAVs flying at slightly faster than

10 MPH. This would ensure that the UAV’s can operate within a reasonable flight envelope (in

terms of altitude and speed) while minimizing the number of UAVs required. A 2 UAV system

may not be achievable for these constraints unless the detection algorithms/camera hardware is

updated such that it can reliable detect fires at higher altitudes. Information such as this will help

inform the next iteration of the Crossfire system.
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Figure 4.13: Coverage Rate Analysis According to a Simplified Model of the Crossfire system.
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4.3.2 Analysis of Revisit/Suppression Flight Testing

Revisit/suppression flight testing is demonstrative in nature as balloons of the maximum

payload size for the M300 are not large enough in mass to suppress fires. This section will

focus on revisit/suppression flights generated from specific broad area survey flights as well as

reference the drop testing details in Section 3.3.

During the first round of testing (February 5, 2025), a revisit/suppression flight was generated

from the broad area survey depicted in 4.5. The revisit/suppression flight utilizes all estimated

fire locations as waypoints, and adds a final waypoint that is near the takeoff point of the UAV

during the broad area survey. In the referenced test, there was only one detected fire, so in total

the revisit/suppression flights consists of two waypoints.

The broad area survey results and trajectory data from the revisit/suppression flight are

presented in 4.14. Although no explicit suppression payloads were dropped during this test flight,

it was important to confirm that the automatically generated waypoint flight began at a home

point, visited the estimated fire location, and then returned to near that home point. From the

flight telemetry plotted in 4.14b, it is apparent that that is what the M300 did.

There is a slight delta between the estimated fire location in 4.14a and the corresponding

waypoint in 4.14b. This is due to the fact that the broad area survey plot was generated from a

post-processing run of the fire detection software after changes were made to the XML output

routine in order to publish more information. The revisit/suppression flight KML file used for

the revisit flight was generated in the field from a real-time run of an earlier version of the fire

detection software. Therefore, the expectation that the first waypoint in 4.14b matches exactly

with the fire location estimate in 4.14a is violated. Ultimately, the small difference (∼ 5m) is
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(a) Broad Area Survey Results, 100ft. AGL survey altitude.

(b) Revisit/Suppression Flight generated and conducted from broad area survey
in 4.14a

Figure 4.14: Revisit/Suppression flight generated from broad area survey at 100ft. AGL
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due to slight changes in the frame rate at which the image data was processed as well as small

changes to when when the data was truncated in post-processing. There is nothing concerning

about this delta, but it is worth noting that the frame rate at which fire detection processing occurs

can have slight but random effects on the final estimated fire positions.

Ultimately, this revisit/suppression flight trajectory test demonstrated that the M300 is

capable of interfacing with the Crossfire system pipeline in order to generate and then carry

out the trajectories needed for the revisit/suppression flights. A full end-to-end demonstration

which included a revisit/suppression flight for two detected fires will be discussed next.

4.3.3 Performance of End-to-End System

On the last testing day (March 26, 2025), there was a full end-to-end demonstration of

the fire process chain performed by the Crossfire system. This included the processing software

running in real-time from video data transmitted from the UAV, a revisit/suppression flight whose

route was generated from the data, and attempts to suppress a fire with a 1kg balloon payload.

The broad area survey was conducted at 100ft. AGL, and the camera gimbal was operated

manually to point directly at the fire (this was part of an investigation to see if manually pointing

the camera at the fire would improve the localization estimates, which is thus far inconclusive).

The results are presented in 4.15.

For one, the estimates of the fire positions were both within about 12m of the ground truth

location. From these estimates, a revisit/suppression Flight was generated whose trajectory is

visible in 4.15b. A water balloon payload was attached to the M300 during the revisit flight. A

suppression drop was attempted on the eastern fire. The first drop missed and the M300 had to be

96



(a) Broad Area Survey Results, 100ft. AGL survey altitude, two fires.

(b) Revisit/Suppression Flight generated and conducted from broad area
survey in 4.15a

Figure 4.15: Revisit/Suppression flight generated from broad area survey at 100ft. AGL, with
two fires in the test space.
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piloted back to the ground station so that it could be reloaded with suppressant. It then returned

to the fire and managed to successfully hit the target. That is why a looping trajectory is present

in the eastern half of the flight path.

Ultimately, 1 kg water balloon dropped from roughly 50 ft. was not expected to suppress a

fire lit with three stacked 2’ x 3’ wooden pallets. The water balloon did make a notable difference

in suppression efforts, however. Images taken from the on-board payload RGB camera for the

UAV pre- and post-impact are presented in 4.16. During the drop, the balloon struck the metal

support bar slightly above the fire—fortuitously simulating an air burst effect. From the imagery,

it is evident that most of the top layer of the fire was suppressed. These results are promising

and indicate that a larger water balloon payload with a built-in air burst mechanism is potentially

capable of suppressing an incipient wildfire.

Overall, the end-to-end system demonstration went reasonably well. The fire detection

software which was ran in real-time performed adequately, and in post-processing routines applied

to its generated XML data file, the two fires were easily distinguishable. Therefore, the revisit/suppression

flight trajectory was generated in such a way that at each waypoint the pilot was easily able to

identify if a fire did or did not exist at each point of interest. From there, when suppressant drops

were initiated, the UAV system did well in delivering the suppressant to the fire. In cases where

the suppressant struck the fire, the conflagration was notably affected. In cases where it wasn’t,

the UAV was quickly instructed to return to the ground station so that a new suppressant payload

could be loaded on to it.

A timeline of the broad area survey and the revisit/suppression flight for this integrated

test is presented in 4.17. Generally, both flights in the mission took about 6 minutes to execute.

There was 20 minutes of downtime in between those flights due to in-field debugging (resolved
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(a) Suppressant Drop, Pre-impact.

(b) Suppressant Drop, Post-impact.

Figure 4.16: Onboard UAV images for a drop test on a real fire, pre- and post-impact.
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by disconnecting the FLIR Vue TZ20 thermal camera). The flight velocity could be doubled

from the ∼ 6 MPH it was during this testing, cutting the broad area survey time in half. The

downtime between the broad area survey and the revisit/suppression flight could also be cut

down to roughly 5 minutes. With these improvements, the timeline of the end-to-end mission

starting at the beginning of the broad area survey as conducted in this scenario could be reduced

to the following, with pain points residing in the downtime between the broad area survey and

the revisit/suppression flight.:

1. 0-3 minutes: Conduct broad area survey.

2. 3-8 minutes: Return to home, load UAV with suppressant and new flight profile.

3. 8-14 minutes: Conduct revisit/suppression flight, attempting two suppressant drops on one

fire.

The steps in the fire process chain were conducted relatively smoothly and easily. There

is room for improvement—such as in further refining and automating the localization routines,

reducing the processing time for routines between the broad area survey and the revisit/suppression

flight, or designing methods to allow for multiple UAVs to be used in the system. That stated,

this iteration of the Crossfire system is promising in its ability to detect, localize, and suppress

wildfires. Critical information was learned throughout designing this initial system that will be

key in the development of future multi-agent iterations.
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(a) Broad Area Survey Timeline

(b) Revisit/Suppression Flight Timeline

Figure 4.17: Broad Area Survey and Revisit/Suppression Flight Timelines for the Integrated
System Test.
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Chapter 5: Conclusion

5.1 Summary of Contributions

This thesis explores the development of a UAV system that is capable of detecting, localizing,

and suppressing incipient wildfires. First, the thesis details the extensive development and testing

of a multi-spectral fire detection algorithm. The algorithm leverages neural network object

detection routines as well as classical computer vision techniques in order analyze and fuse

together data spanning across the infrared and visual spectrum. This capability is critical in

detecting and localizing fires. Second, the thesis reviews how the integration of a laser rangefinder

with multi-spectral sensors allows for localizing fires while they are detected. This technique

relies on clustering algorithms, and its output can be used with Traveling Salesman Problem

solvers in order to optimize flight trajectories for revisiting potential fires. Third, a third-party

drop system is integrated with a commercial UAV and drop testing is conducted in order to

demonstrate the capability of delivering suppressant to a target. Finally, the three contributions

are bundled together into a semi-autonomous mission framework referred to as the fire process

chain. The Crossfire system—the UAV platform, sensors, and peripherals used for this thesis—is

rigorously tested across multiple scenarios of the fire process chain in order to validate its capabilities.

Ultimately the Crossfire system demonstrates its ability to detect and localize fires while ignoring

potential false positives, route for revisit/suppression missions, and to deliver suppressant payloads
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to identified targets.

5.2 Future Work

There are several key areas in which future work should aim to improve the Crossfire

system and in general for autonomous UAV systems applied to wildfire detection, localization,

and suppression.

• Implementing Detection and Localization Algorithms On-board a UAV: In the future,

the Crossfire system will need to utilize UAVs that are capable of processing and analyzing

image data using their on-board computers. This means that the detection and localization

algorithms must be re-written into a language such as C and implemented to run in real-

time on the UAV’s on-board computer. Work will soon begin to integrate the detection

and localization algorithms into a Chimera-D—a quadrotor UAV with RGB and thermal

camera payloads, a laser rangefinder, and a flight computer with a built-in GPU.

• Training a Custom Fire and Smoke Detection Model: An important aspect of the future

Crossfire system will be utilizing a custom-trained fire and smoke YOLO model. This

is important as the training data can be fit to environments such as wildlands, forests, and

deserts—the likely locations of any deployed systems. Having a more thorough understanding

on what types of smoke are detected would also allow for integrating smoke detection

routines into surveillance UAVs. For example, if during a broad area survey a UAV spots

smoke on the horizon, its flight trajectory could be adjusted to immediately head towards

the source of the smoke.

• Improving Fire Localization Routines: There are multiple ways that the fire localization
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routines could be improved. Immediately, one could estimate the fire’s location by taking

a weighted average of cluster laser rangefinder coordinate data such that the coordinates

associated with image frames where the images are closer to the center of the image are

weighted more heavily. Another method could be to automate gimbal angle routines such

that when a fire is detected in an image frame, the gimbal angles adjust such that the fire is

centered in the RGB image frame. From there, a more precise fire location estimate could

be extracted.

• Splitting the fire process chain across Multiple UAV Types: In this thesis, the M300 was

used as both a surveillance UAV and a suppressant UAV. While it is equipped to carry out

both tasks, it does not do so optimally. The next iteration of the Crossfire system should

split surveillance and suppressant tasks among UAVs designed for each purpose. This will

add many layers of complexity and will require edge processing, redundant communication

systems, and a ground control station capable of communicating with multiple UAVs.

However, it will allow for the Crossfire system to be implemented in larger and more

complex domains.
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