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Backstepping Control Design for Motion Coordination
of Self-Propelled Vehicles

Rochelle Mellish and Derek A. Paley

Abstract— Motion coordination of autonomous vehicles has
applications from target surveillance to climate monitoring.
Previous research has yielded stabilizing control laws for a self-
propelled-vehicle model with first-order rotational dynamics;
however, this model may not adequately describe the rotational
dynamics of vehicles in the atmosphere or ocean. This pa-
per describes the design of backstepping algorithms for the
decentralized control of self-propelled vehicles with second-
order rotational dynamics. We design backstepping controls
for planar parallel and circular formations in the absence of
a flowfield and in the presence of a steady, uniform flowfield.
These controls extend prior results to a more realistic vehicle
model.

I. INTRODUCTION

Research in motion coordination of autonomous vehicles
is directly applicable to a number of defense and environ-
mental scenarios, including surveillance [3], [5], [9], wind
and temperature measurement for climate monitoring [16],
and modeling collective behavior of biological systems [12].
In many applications of coordinated motion, each vehicle
in the network is not controlled by a central computer,
but rather by a computer on each vehicle. Each agent
communicates with its neighbors to automatically control
its relative position and orientation [4]. This decentralized
communication and control framework enables each group
member to act independently and makes the group robust to
the failure of an individual agent [8].

Ongoing research in the coordinated motion of au-
tonomous vehicles has focused on the stabilization of planar
formations of self-propelled particles in the plane. In prior
work, each particle controls the rate of change of the ori-
entation of its velocity; hence, the rotational dynamics are
first-order differential equations [14]. The steering control
is modeled as a force orthogonal to the particle’s velocity
so that the particle’s direction of travel is under control,
but the speed is constant [10]. Formation control laws for
this particle model have been developed for parallel and
circular formations in the absence of a flowfield [14] and in a
uniform, time-invariant flowfield [11]. All-to-all and limited
communication frameworks have been considered [14], [15].

Expressing the controllers in terms of shape variables
rather than group variables reduces sensing requirements
and is possible when the global location of the group is
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not related to the goal configuration [17]. For instance, the
control laws used to drive the particle models presented
in [14] are referred to as shape control laws because the
variables that appear in the controllers may be expressed in
terms of relative positions and orientations between pairs of
particles [6].

In the model of steering control introduced here, the
steering control regulates the angular acceleration of the
velocity orientation. This level of control is particularly
relevant in the context of planar rigid-body motion, where
a dynamic vehicle model must account not only for motion
of the agent’s center of mass, but also for rotational motion
about the center of mass. We use this second-order model to
derive a control law that stabilizes the velocity orientation
of each particle relative to the other particles in a formation.
The control design follows the iterative process of integrator
backstepping, in which the existing states of the first-order
model are recursively used to stabilize steady motions of the
second-order model [1], [13].

Recent work in the control of multi-agent systems has
incorporated the backstepping control design technique. In
[2] backstepping is used to design a controller that will
regulate the second-order translational dynamics in order to
stabilize a planar formation of three vehicles. The commu-
nication framework is modeled as a directed graph, and the
goal configuration is a triangular formation. The goal of this
paper is different than that of [2] in that we consider parallel
and circular formations of self-propelled particles. These two
motion primitives can be utilized in theory for an unlimited
number of vehicles, and they serve as the basis for more
complicated collective motions [14].

The contribution of this paper is to present backstepping
control algorithms for the stabilization of parallel and circular
formations in a self-propelled-vehicle model with second-
order rotational dynamics. We use this procedure to design
stabilizing controls in the absence of a flowfield and then in
the presence of a moderate-strength, time-invariant flowfield.
In the latter case, we assume the flowfield is known, uniform,
and steady. The backstepping control laws retain the shape-
control characteristics of their first-order counterparts, where
the shape-space includes the derivative of the relative orien-
tations. The results of the first-order model can be preserved
under the second-order dynamics, as long as each vehicle
knows its own turning rate. We illustrate the solutions of the
closed-loop system with simulations.

The outline of this paper is as follows. In Section II we
give a brief summary of backstepping control design while
relating it to the particle model with and without a flowfield.



In Section III we present a backstepping controller for the
flow-free model. In Section IV we repeat the backstepping
design for motion coordination in a uniform, time-invariant
flowfield. Section V summarizes the paper and describes
ongoing research.

II. PARTICLE MODEL

To design a backstepping control for planar collective
motion, we begin by defining the particle model for particle
motion in the absence of a flowfield [14]. Let rk be the
position of the kth particle and ṙk = eiθk be its (unit) velocity.
We have

ṙk = eiθk

θ̇k = uk,
(1)

where k = 1, . . . ,N and uk represents the steering control.
We rewrite these equations in real coordinates so that the
original states and control now represent the first component
of a higher-ordered system, i.e.,

η̇1,k = cosη3,k
η̇2,k = sinη3,k
η̇3,k = ξk.

(2)

The ηn,k, n = 1, . . . ,3 represent the state variables Re{rk},
Im{rk}, and θk, respectively. ξk = uk is the state-feedback
control, which is expressed in terms of the shape variables
η3, j−η3,k and (rk−r j)e−iθk . The higher-ordered system with
control ak of the rotational acceleration ξ̇k = θ̈k is

η̇1,k = cosη3,k
η̇2,k = sinη3,k
η̇3,k = ξk

ξ̇k = ak.

(3)

ak is the control input that we design using backstepping.
Similarly to the first-order case, this higher-level controller
is expressed in terms of shape variables; we introduce a new
shape variable, ξ j−ξk.

When a uniform, time-invariant flowfield is considered,
the particle model (1) becomes [11]

ṙk = eiθk + fk
θ̇k = uk.

(4)

The flowfield measured at the location of the kth particle is
given by fk, where fk ∈R2. The model (4) can be rewritten
as

ṙk = skeiγk

γ̇k = wk.
(5)

The variables sk and γk represent the magnitude and orien-
tation of the particle’s inertial velocity, respectively, and wk
is the control. The variable sk can be computed as

sk = |cosη3,k + isinη3,k + fk|.

When the flow fk is oriented along the real axis, then fk
becomes β , where β < 1. In this case, sk becomes [11]

sk = β cosγk +

√
1−β 2 sin2 (γk)> 0. (6)

When a uniform, time-invariant flow field is considered,
the model (3) becomes

η̇1,k = cosη3,k + 〈 fk,1〉
η̇2,k = sinη3,k + 〈 fk, i〉
η̇3,k = ξk

ξ̇k = ak.

(7)

Similar to the expression we used for (5), we may express
(7) in terms of the particle speed, sk. Instead of using the
ηn,k, n = 1, . . . ,3 to represent the states of the higher-ordered
system, as we did in the flow-free case, we now use the
variable τn,k to represent the orientation of the kth particle’s
inertial velocity. The control of the higher-ordered system
is represented by λk, rather than by the variable ak of the
flow-free model (3). Thus, the entire higher-ordered system
with uniform, time-invariant flow becomes

τ̇1,k = sk cosτ3,k
τ̇2,k = sk sinτ3,k
τ̇3,k = ξk

ξ̇k = λk,

(8)

where λk is the control of the rotational acceleration ξ̇k = γ̈k.
We may express model (3) in more general terms as [7]

η̇k = h(ηk)+g(ηk)ξk

ξ̇k = xk,
(9)

where

h(ηk) =

cosη3,k
sinη3,k

0

 and g(ηk) =

0
0
1

 .
Let φk(η) be the desired control of the η dynamics, where
η = [η1, . . . ,ηN ]

T . Using the transformation zk = ξk−φk(η),
(9) may be rewritten as [7]

η̇k = [h(ηk)+g(ηk)φk(η)]+g(ηk)zk
żk = vk,

(10)

where vk = ak− φ̇k is the backstepping control. In this higher-
ordered model (10), the control of the subsystem φk(η)
is now treated as a state, while the variable zk represents
the difference between the actual controller and the desired
controller of the lower-ordered system [13]. Model (8) can
be expressed similarly.

III. FLOW-FREE MOTION COORDINATION

We now describe a backstepping control design for the
flow-free particle model in order to achieve asymptotic
convergence to either a synchronized or a circular formation.
Phase synchronization is attained when the average linear
momentum of the collective motion is maximized, that is,
when the phase angles η3,k = η3, j for all pairs j and k
[14]. On the other hand, if each particle in model (3) is
driven in a circular trajectory of radius 1/|ω0| by the control
η̇3,k = ω0, group circular motion occurs when the centers of
each particle’s trajectory coincide [14].



A. Phase Stabilization

Consider the model (3) with η̇3,k = φ1,k(η) and

φ1,k(η) = −K〈pθ , ieiη3,k〉. (11)

Equation (11) is a gradient control law for phase stabiliza-
tion [14]. Assuming unit-mass particles, the average linear
momentum is

pθ , 1
N ∑

N
j=1 eiη3, j .

The closed-loop behavior of the η dynamics with control
φ1,k(η) is established using the Lyapunov function [14]

V1(η) =
1
2
‖pθ‖2. (12)

Taking the time derivative of V1(η), we obtain

V̇1 = ∑
N
k=1

∂V1
∂η3,k

η̇3,k = ∑
N
k=1〈pθ , ieiη3,k〉η̇3,k. (13)

Substituting φ1,k(η) into (13) yields

V̇1 =−K ∑
N
k=1〈pθ , ieiη3,k〉2 ≤ 0.

According to [14, Theorem 1] the potential V1(η) =
1
2‖pθ‖2 reaches its unique minimum when pθ = 0 (balanc-
ing) and its unique maximum when all phases are identical
(synchronization). All other critical points of V1 are isolated
in the reduced space of relative phases (shape space) and are
saddle points of V1. We are interested in stabilizing the set
of synchronized critical points in the model (3), which are
attained for the closed-loop η dynamics when K < 0.

Now we design a backstepping control for the higher-
ordered system (3). We use the composite Lyapunov function

V1,c(η ,z) =V1(η)+ 1
2 ∑

N
k=1 z2

k , (14)

where zk = ξk−φ1,k(η), and φ1,k(η) is given by (11). The
time derivative of V1,c is

V̇1,c = ∑
N
k=1〈pθ , ieiη3,k〉η̇3,k + zk żk. (15)

Substituting żk = vk and η̇3,k = φ1,k(η)+ zk into (15) yields

V̇1,c = ∑
N
k=1〈pθ , ieiη3,k〉(φ1,k(η)+ zk)+ zkvk

= ∑
N
k=1〈pθ , ieiη3,k〉(−K〈pθ , ieiη3,k〉+ zk)+ zkvk.

(16)
Choosing

vk =−〈pθ , ieiη3,k〉−κzk, κ > 0

gives

V̇1,c = ∑
N
k=1−K〈pθ , ieiη3,k〉2−κz2

k ≤ 0.

The control ak = vk + φ̇1,k that asymptotically stabilizes
parallel formations in the model (3) is

ak = −〈pθ , ieiη3,k〉−κ(ξk +K〈pθ , ieiη3,k〉)
−K

N ∑
N
j=1
[
〈eiη3, j ,eiη3,k〉(ξ j−ξk)

]
,

where φ̇1,k is given by the derivative of (11) and K < 0.
Theorem 1: Consider the particle model (3) with the

backstepping control (17). Under this control, the set of
parallel formations where η3,k = η3, j for all pairs j and k is

asymptotically stable when K < 0.

Proof: V1,c is a positive semi-definite smooth potential. By
the invariance principle, we know that the solutions of (3)
with the control (11) converge to the largest invariant set Λ

for which V̇1,c ≡ 0. For parallel motion, the largest invariant
set is given by

Λ = {〈pθ , ieiη3,k〉= 0,zk = 0 ∀ k}. (17)

The condition that 〈pθ , ieiη3,k〉 = 0 implies Λ contains par-
allel, balanced, and unbalanced motions; only parallel are
stable for K < 0 [14]. zk = 0 implies ξk = φ1,k(η); however,
from (11) we know that φ1,k(η) = 0 in Λ. This implies that
η3,k is constant for all k.

This result is illustrated in Fig. 1, using N = 16, K =−1,
and κ = 5.

B. Stabilization of Circular Formations

For the stabilization of circular formations, we again
consider the model (3) with η̇3,k = φ2,k(η) and

φ2,k(η) = ω0 +ω0K〈Pkc,eiη3,k〉. (18)

Equation (18) represents a decentralized control law for the
η dynamics that asymptotically stabilizes the set of circular
formations [14]. The N×1 matrix c contains the centers ck,
k = 1, ...,N, of the circular paths followed by each of the
particles k, where

ck = rk + iω−1
0 eiη3,k . (19)

P = IN×N − 1
N 11T is an N×N matrix that projects onto the

space orthogonal to 1= [1, ...,1]T ∈RN and Pk represents the
kth row of P.

As in the case of synchronized motion, we begin our
derivation of the circular formation control law by briefly
reviewing the methods used by [14] to analyze the η

dynamics. Consider the Lyapunov function [14]

V2(η) =
1
2
〈c,Pc〉 (20)

whose derivative is

V̇2 = ∑
N
k=1〈ċk,Pkc〉= ∑

N
k=1〈eiη3,k ,Pkc〉(1−ω

−1
0 η̇3,k).

If φ2,k(η) is chosen to be the control (18) then the derivative
of the Lyapunov function becomes

V̇2 =−K ∑
N
k=1〈Pkc,eiη3,k〉2 ≤ 0.

By [14, Theorem 2] we know that the control φ2,k(η) with
K > 0 forces all solutions of the η dynamics to converge to
the largest invariant set Λ, where

〈Pkc,eiη3,k〉 ≡ 0 ∀ k. (21)

In Λ, η̇3,k = ω0 and ċk = 0. The condition in (21) is met only
when Pc = 0, which implies ck = c j for all pairs j and k.

We use the Lyapunov function (20) to form the composite
Lyapunov function, V2,c =

1
2 〈c,Pc〉+ 1

2 ∑
N
k=1 z2

k . Taking the
time-derivative along the solutions of (3), we obtain

V̇2,c = ∑
N
k=1〈eiη3,k ,Pkc〉(1−ω

−1
0 η̇3,k)+ zk żk.
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Fig. 1. (a) Synchronized motion of self-propelled particles with second-
order rotational dynamics. (b) Stabilization of a circular formation of self-
propelled particles with second-order rotational dynamics

Using żk = vk and η̇3,k = φ2,k(η)+ zk, V̇2,c becomes

V̇2,c = ∑
N
k=1〈eiη3,k ,Pkc〉(1−ω

−1
0 (φ2,k(η)+ zk))+ zkvk

= ∑
N
k=1−K〈Pkc,eiη3,k〉2−ω

−1
0 〈Pkc,eiη3,k〉zk + zkvk.

Choosing

vk = −κzk +ω
−1
0 〈Pkc,eiη3,k〉

yields

V̇2,c = ∑
N
k=1−K〈Pkc,eiη3,k〉2−κz2

k ≤ 0.

If we use the transformation ak = vk + φ̇2,k and we define the
quantity r̃k = rk− 1

N ∑
N
j=1 r j, then we can write the second-

order controller for circular motion as

ak = −κ(ξk−φ2,k(η))+ω0Kξk〈r̃k, ieiη3,k〉+K
(

ω0−
1
N ∑

N
j=1
[
〈eiη3, j ,eiη3,k〉

(
ω0− (ξ j−ξk)

)])
+ω

−1
0

(
〈r̃k,eiη3,k〉−ω

−1
0

1
N ∑

N
j=1〈ieiη3, j ,eiη3,k〉

)
.

(22)
Theorem 2: Consider the particle model (3) with the

backstepping control (22). All solutions converge to the set
of circular formations with radius 1/|ω0| and the direction
of rotation determined by the sign of ω0.

Proof: By the invariance principle, we know that the
solutions of (3) with the control (18) converge to the largest
invariant set Λ for which V̇2,c ≡ 0. For circular motion, the
largest invariant set is given by

Λ = {〈Pkc,eiη3,k〉= 0,zk = 0 ∀ k}. (23)

〈Pkc,eiη3,k〉= 0 implies that Pkc≡ 0, which is only true when
all circular centers are the same; that is, Pkc = 0 if and only
if c is in the span of 1. Using (18) along with the fact that
〈Pkc,eiη3,k〉= 0, we have φ2,k(η) = ω0. Thus, all N particles
travel around the same circle of radius 1/|ω0|. zk = 0 implies
that η̇3,k = ω0.

This result is illustrated in Fig. 1, where N = 16, K = 1,
κ = 5, and ω0 = 1.

IV. COLLECTIVE MOTION IN A FLOWFIELD

We now design a backstepping control considering a
uniform, time-invariant flowfield. In a flowfield, phase syn-
chronization is attained when the inertial phase angles satisfy
τ3,k = τ3, j for all pairs j and k. Group circular motion occurs
under the control τ̇3,k = ω0sk, when the centers of all particle
trajectories coincide [11]. We require that each vehicle know
the local flowfield.

A. Phase Stabilization in a Uniform Flow

The model for a particle traveling in a uniform, time-
invariant flowfield is given by (8), where τ̇3,k = φ3,k(τ). We
show that the set of parallel formations is stabilized by the
control [11]

φ3,k(τ) = −K ∑
N
k=1〈pγ , ieiτ3,k〉, (24)

where K < 0. This is proven using the Lyapunov function

V3(τ) =
1
2
‖pγ‖2, (25)

which we seek to maximize in order to achieve phase
synchronization. Similarly to pθ in the flow-free case, pγ

is defined as the average inertial linear momentum, i.e.,

pγ = 1
N ∑

N
j=1 eiτ3, j .

The time-derivative of the Lyapunov function (25) is

V̇3(τ) = ∑
N
k=1

∂V3
∂τ3,k

τ̇3,k = ∑
N
k=1〈pγ , ieiτ3,k〉φk(τ).

With φ3,k(τ) given by 24, the derivative of the Lyapunov
function becomes

V̇3(τ) = ∑
N
k=1−K〈pγ , ieiτ3,k〉2 ≤ 0.

From [11, Theorem 1] we know that all solutions converge
to the critical set of V3. With K < 0, the set of synchronized
motions are asymptotically stable and every other equilib-
rium is unstable.

We use this result to derive the phase stabilization control
law for the higher-ordered system. The composite Lyapunov
function is

V3,c(τ,z) = V3(τ)+∑
N
k=1

1
2 z2

k ,

where zk = ξk−φ3,k(τ). The time derivative of the composite
Lyapunov function is

V̇3,c = ∑
N
k=1〈pγ , ieiτ3,k〉τ̇3,k + zk żk.

Using żk = vk and τ̇3,k = φ3,k(z)+ zk, the derivative of the
composite Lyapunov function becomes

V̇3,c = ∑
N
k=1〈pγ , ieiτ3,k〉(φk(τ)+ zk)+ zkvk

= ∑
N
k=1〈pγ , ieiτ3,k〉(−K〈pγ , ieiτ3,k〉+ zk)+ zkvk.

Choosing

vk = −〈pγ , ieiτ3,k〉−κzk

gives

V̇3,c = ∑
N
k=1−K〈pγ , ieiτ3,k〉2−κz2

k ≤ 0.



Using the transformation λk = vk + φ̇k, the control may be
written as

λk = −〈pγ , ieiτ3,k〉−κ(ξk +K〈pγ , ieiτ3,k〉)
−K

N ∑
N
j=1
[
〈eiτ3, j ,eiτ3,k〉(ξ j−ξk)

]
.

(26)

Theorem 3: Consider the particle model (8) with the
backstepping control (26) and flow fk = β < 1. For K < 0
the set of parallel formations where τ3,k = τ3, j for all pairs
j and k is asymptotically stable.

The proof for parallel motion in the presence of a time-
invariant flowfield follows the proof given for Theorem 1,
with η3,k replaced by τ3,k. This result is illustrated in Fig. 2,
using N = 16, K =−1, κ = 5.

B. Stabilization of Circular Formations in a Uniform Flow

For collective motion control of circular formations in
a time-invariant flowfield, we consider the model (8) with
τ̇3,k = φ4,k(τ), where

φ4,k(τ) = ω0(sk +K〈Pkc,eiτ3,k〉) (27)

and K > 0. Similarly to the flow-free case, the center of each
particle’s trajectory is given by ck = rk + iω−1

0 eiτ3,k , and the
radius of the circular trajectory is given by 1/|ω0| [11]. We
reiterate the stability analysis of [11] to show that the spacing
control φ4,k(τ) asymptotically stabilizes the set of circular
formations. This is proven using the Lyapunov function

V4(τ) =
1
2
〈c,Pc〉, (28)

which has the time derivative

V̇4 = ∑
N
k=1〈ċk,Pkc〉

= ∑
N
k=1〈Pkc,eiτ3,k〉(sk−ω

−1
0 φ4,k(τ)).

Substituting φ4,k(τ) from (27) gives

V̇4 = −∑
N
k=1 K〈Pkc,eiτ3,k〉2 ≤ 0.

As stated in [11, Theorem 3], the control (27) forces the
convergence of all solutions of the τ dynamics in (8) to the
largest invariant set Λ of V4, in which

〈Pkc,eiτ3,k〉 ≡ 0. (29)

In Λ, τ̇3,k = ω0sk and ċk = 0. Therefore, the condition (29)
is met only when Pc = 0, which implies that ck = c j for all
pairs j and k.

Using (28) we form the composite Lyapunov function

V4,c(τ,z) =V4(τ)+
1
2 ∑

N
k=1 zk

2

whose derivative along solutions of (8) is

V̇4,c = ∑
N
k=1〈Pkc,eiτ3,k〉(sk−ω

−1
0 τ̇3,k)+ zk żk.

Making the substitutions żk = vk and τ̇3,k = φ4,k(τ)+ zk, we
rewrite the time derivative as

V̇4,c = ∑
N
k=1〈Pkc,eiτ3,k〉(sk−ω

−1
0 (φk(τ)+ zk))+ zkvk

= ∑
N
k=1−K〈Pkc,eiτ3,k〉2−ω

−1
0 〈Pkc,eiτ3,k〉zk + zkvk.

(30)
Choosing the control vk to be

vk = −κzk +ω
−1
0 〈Pkc,eiτ3,k〉,

0 20 40

0

10

20

30

40

50

(a)

x−Position

y
−

P
o

s
it
io

n

−1 0 1 2

−1

0

1

2

3

(b)

x−Position

y
−

P
o

s
it
io

n

Fig. 2. (a) Stabilization of a parallel formation in a uniform, time-invariant
flowfield and (b) stabilization of a circular formation in a uniform, time-
invariant flowfield; β = 0.5 in both cases.

yields

V̇4,c = ∑
N
k=1−K〈Pkc,eiτ3,k〉2−κz2

k ≤ 0.

The control may be transformed into λk using the transfor-
mation λk = vk + φ̇4,k. Thus,

λk = −κ(ξk−φ4,k(τ))+ω0Kξk〈r̃k, ieiτ3,k〉+K
(

ω0sk−
1
N ∑

N
j=1
[
〈eiτ3, j ,eiτ3,k〉

(
ω0s j− (ξ j−ξk)

)])
+ω

−1
0

(
〈r̃k,eiτ3,k〉−ω

−1
0

1
N ∑

N
j=1〈ieiτ3, j ,eiτ3,k〉

)
+ω0ṡk,

(31)
where φ4,k(τ) is given by (27) and

ṡk = −β sinτ3,k

1+
β cosτ3,k√

1−β 2sin2(τ3,k)

ξk. (32)

Theorem 4: Consider the particle model (8) with the
backstepping control (31) and flow fk = β < 1. All solutions
converge to the set of circular formations of radius 1/|ω0|
and direction of rotation determined by the sign of ω0.

Proof: By the invariance principle, we know that the
solutions of (3) with the control (27) converge to the largest
invariant set Λ for which V̇4,c ≡ 0. For circular motion in a
uniform, time-invariant flowfield, the largest invariant set is
given by

Λ = {〈Pkc,eiτ3,k〉= 0,zk = 0 ∀ k} (33)

The first condition implies that Pkc ≡ 0, which is only true
when all circular centers are the same. The second condition
implies that ξk = φ4,k(τ); thus, we have ξk = φ4,k(τ) = ω0sk.

This result is illustrated in Fig. 2, with N = 16, K = 1,
κ = 5, ω0 = 1.

V. CONCLUSION

This paper proposes a backstepping control design for the
stabilization of formations of N self-propelled particles with
second-order rotational dynamics. Stabilization of the higher-
ordered system relies on the assumed stability of the original
system, as presented in [14] and [11]. In exploiting the
Lyapunov functions used to prove the stability of formations
with first-order rotational dynamics, we construct composite



Lyapunov functions that are used to design controls to
stabilize formations in the higher-ordered system.

There are certain requirements that each vehicle must
meet. The first requirement is that each vehicle must know
the local flowfield. The second requirement is the result
of extending the first-order models to include second-order
dynamics: doing so introduces the new sensing requirement
that each vehicle know its angular velocity. Extensions of this
backstepping algorithm include extending the models (3) and
(7) to include control of second-order translational dynamics.
Experiments on a multi-vehicle testbed are planned to verify
the efficacy of the backstepping control laws derived in this
paper.
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