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Abstract— Inspired by the periodic swimming of
many fish species, this paper presents a dynamic
model of self-propelled particles with a periodic
controller. The dynamics are split into a burst
phase during which each particle applies a con-
trol input and a coast phase during which each
particle performs state estimation. Using a closed-
loop heading controller and a linear observer, we
evaluate conditions that stabilize the equilibrium
points for a single particle and for multiple par-
ticles using noise-free state feedback or output
feedback. Practical stability bounds are evaluated
for a single particle with bounded actuator noise
with state feedback and bounded sensor noise with
output feedback.

I. INTRODUCTION

Biological species ranging from gray squir-
rels to zebrafish traverse their environments
with discrete motions that alternate between
perception and action [1]–[6]. For aquatic
species like the zebrafish, this discrete behavior
is hypothesized to be the result of perceptual
degradation in their sensory organs due to
self-generated motions like swimming [6]–[8].
The intermittent swimming behaviors of these
biological fish offer many benefits including
reduced cost of transport, enhanced functional-
ity of sensory organs, improved localization in
pursuit of prey, and ample time to process the
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perceived environment and formulate motor
commands in response [1], [5], [7].

While the kinematic modeling of intermittent
swimming in biological fish has received ample
attention, the dynamic modeling of these be-
haviors in fish is not well studied. In [9], the
energy-saving benefits of intermittent swim-
ming was compared to continuous swimming
for a self-propelled particle with optimal thrust
inputs. In [10] and [11], computational fluid dy-
namics is used to examine the difference in hy-
drodynamic forces of intermittent and contin-
uously swimming fish. Intermittent swimming
is found to be more energy efficient than con-
tinuous swimming at high Reynolds numbers
and with moderate values for the duty cycle be-
tween the burst and coast phases [10], [11]. In
[12], the stability conditions of an intermittent
consensus controller for a multi-agent system
with nonlinear Euclidean dynamics are shown
to depend on the dynamic coupling between the
agents and their communication protocol.

To study the effects of separating estimation
and control, we introduce a dynamic model
of multiple self-propelled particles with non-
overlapping actuation and sensing phases. The
actuation phase applies thrust and steering
control, whereas the sensing phase estimates
the relative headings of other particles; in the
single-particle case, the particle estimates its
own heading. To analyze the stability of the
heading dynamics, we integrate the continu-
ous dynamics to obtain a discrete map and
use Lyapunov’s indirect method. We provide
conditions on system parameters that guaran-
tee exponential convergence to the equilibrium
point using either state-feedback or output
feedback for both the single-particle and multi-
particle systems. In the presence of actuation



and measurement noise, we use Lyapunov’s
direct method to establish practical stability
bounds for the desired equilibrium point of a
single particle.

The contributions of this paper are (1) a dy-
namic model that describes intermittent behav-
ior with non-overlapping sensing and actuation;
(2) stability analysis, first of a single particle
and then of a multi-particle system, with burst
and coast dynamics and closed-loop heading
control using either state or output feedback;
(3) practical stability bounds for a single par-
ticle in the presence of bounded actuator and
measurement noise. These results provide a
fundamental understanding of the effects of
separating estimation and control through in-
termittent locomotion in fish-inspired robots.

This paper is organized as follows. Section II
reviews the dynamics of a self-propelled parti-
cle and a heading synchronization controller for
multiple particles. Section III introduces the in-
termittent dynamics of a single particle and an-
alyzes the stability conditions of the zero-noise
state and output feedback cases. Section IV
investigates the single-particle stability proper-
ties with bounded noise. Section V analyzes the
stability conditions for multi-particle intermit-
tent synchronization with noise-free state and
output feedback. Section VI summarizes the
paper and discusses ongoing and future work.

II. BACKGROUND

This section presents a dynamic model for
planar locomotion using self-propelled particles
and a closed-loop heading synchronization con-
troller for multiple self-propelled particles.

A. Modeling planar locomotion
We invoke the dynamics of a self-propelled

particle to model the planar locomotion of a
body in a fluid. The dynamics of a self-propelled
particle are useful to describe motion that dis-
tinguishes between translational acceleration
(thrust) and rotational acceleration (turning),
accomplished by expressing the particle’s veloc-
ity and control inputs in polar coordinates.

Let rn ∈C be the position of the nth particle
in the complex plane such that rn = xn + j yn,
where xn, yn ∈ R, j is the imaginary unit, and

n = 1,2, . . . , N. Let θn ∈ S1 and sn ≥ 0 be the
orientation and magnitude of the particle’s ve-
locity, respectively. The self-propelled particle
dynamics are [13]

ṙn = sne jθn

θ̇n = un
ṡn = νn,

(1)

where un is the steering control and νn is the
thrust control.

To steer the particle’s velocity to a desired
direction θd, consider the control input

un = K sin(θd −θn), (2)

where K > 0 is the control gain. The heading
dynamics in (1) with control (2) has equilibrium
points at θ∗ = θd and θ∗ = θd ±π. Linearization
indicates that the only stable equilibrium point
is θ∗ = θd.

Model (1) will represent the burst and coast
phases of the intermittent dynamic model, with
(2) used for closed-loop steering control during
the burst phase of a single particle. The multi-
particle control law is introduced next.

B. Multi-particle Formation Control
Using (1) to model the dynamics of N par-

ticles with an all-to-all communication topol-
ogy, the following controller synchronizes their
headings into a parallel formation [14], [15]:

un = K
N

N∑
m=1

sin(θm −θn), n = 1, · · · , N. (3)

The equilibrium points of the closed loop
heading dynamics (1) with steering input (3)
and constant velocity (i.e., νn = 0) are classified
as synchronized, balanced, and anti-parallel
[14]. The synchronized equilibrium point is
asymptotically stable if K > 0 and all other
equilibrium points are unstable [14]. In Section
V, (3) is used to synchronize the headings of
multiple particles with synchronous cycles (i.e.,
aligned burst phases).

III. SINGLE PARTICLE BURST AND COAST
DYNAMICS

This section presents a dynamic model of
burst and coast behavior in which sensing and
actuation occur during non-overlapping phases.



A single burst phase combined with a single
coast phase is called a cycle. Index k = 0,1, ...
denotes the kth cycle. The duration of the burst
and coast phases in a single cycle are denoted
β> 0 and T > 0, respectively, and are identical
for all k. The start time of cycle k is tk =
k(β+T), where t0 = 0.

A. Intermittent Dynamic Modeling

The dynamics during the burst phase are
adapted from (1). First, assume that the steer-
ing and thrust inputs for the kth burst phase,
i.e., u(t)= u(tk) and ν(t)= ν(tk), are constant for
t ∈ [tk, tk+β]. The steering input u is subject to
actuator noise ξ, whereas the particle’s thrust
is subject to quadratic drag with coefficient b.
The burst dynamics for cycle k are

ṙ = se jθ (4)
θ̇ = u(tk)+ξ (5)
ṡ = −bs2 +ν(tk). (6)

The values r(tk), θ(tk), and s(tk) at the start of
the kth burst phase are equal to the values of
the corresponding state variables at the conclu-
sion of the previous coast phase for k > 0 and
equal to the initial conditions for k = 0.

Since there is no actuation during the coast
phase, the dynamics are equivalent to (4)–(6)
with u(tk)= 0, ν(tk)= 0, and ξ= 0. Observations
collected during the coast phase are denoted by
y and are equal to the (constant) orientation θ

of the particle’s velocity subject to sensor noise
η. Let θ̂ denote the estimate of θ. The coast
phase dynamics, including a linear observer for
θ with observer gain L, are

ṙ = se jθ (7)
θ̇ = 0 (8)
ṡ = −bs2 (9)
˙̂θ = L(y− θ̂) (10)
y = θ+η. (11)

The initial conditions for coast phase k are
r(tk +β), θ(tk +β), and s(tk +β). Furthermore,
the initial heading estimate is θ̂(tk)= θ̂(tk−1) for
k > 0 and θ̂(tk)= 0 for k = 0. Figure 1 illustrates
the dynamic model.

Fig. 1: Block diagram of the dynamic model
with intermittent locomotion of a single par-
ticle. Actuation occurs during the burst phase
and sensing occurs during the coast phase.

B. State Feedback Heading Dynamics

For state feedback, the controls u and ν are
constant during the burst phase of each cycle.
To track the desired heading θd, consider the
steering control (2) evaluated at the start time
tk of burst phase k:

u(tk)= K sin(θd −θ(tk)) (12)

The thrust control during the burst phase is
ν(tk) = ν0. This subsection characterizes the
stability of the heading dynamics (5) with con-
trol (12) and no noise, i.e., ξ = 0; we consider
the case ξ 6= 0 in Section IV.

The mapping from θ(tk) to θ(tk+1) is obtained
by substituting (12) into (5) and integrating
from tk to tk +β for the burst phase and in-
tegrating (8) from tk +β to tk +β+T = tk+1 for
the coast phase. We obtain

θ(tk+1)= f (θ(tk)), (13)

where
f (θ)= θ+Kβsin(θd −θ). (14)

The equilibrium points θ∗ of the map (13) are
the solutions to the equation θ = f (θ), i.e., θ∗ =
θd and θ∗ = θd ±π. To evaluate the stability of
θ∗, take the Jacobian of (14) and evaluate it at
θ∗. For θ∗ = θd, we have

∂ f
∂θ

∣∣∣
θ∗=θd

= 1−Kβ. (15)

The following theorem states the necessary
and sufficient conditions on the control gain



K and burst duration β for θ∗ = θd to be an
exponentially stable equilibrium point.

Theorem 1. The map (14) corresponding to
the closed-loop heading dynamics with noise-
free state feedback exponentially stabilizes the
equilibrium point θ∗ = θd if and only if 0 <
Kβ < 2. The equilibrium points θ∗ = θd ±π are
unstable.

Proof. The proof follows from the stability con-
dition for a map, which requires the eigen-
value(s) to lie within the unit circle. The map
(13) is one dimensional and the sole eigenvalue
at θ∗ = θd is given by (15). Evaluating |1−Kβ| <
1, i.e., −1< 1−Kβ< 1, yields the desired result.
The eigenvalue at θ∗ = θd±π is 1+Kβ, which is
always greater than one because K and β are
positive. ■

C. Output Feedback Heading Dynamics

In the output-feedback case, θ is estimated
using the linear observer (10) with observations
(11). The intermittent behavior of a particle
following these dynamics using output feedback
is shown in Figure 2. The remainder of this
subsection characterizes the stability of the
heading dynamics (5) with noise-free output
feedback, i.e., η= 0; we consider the case η 6= 0
in Section IV.
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Fig. 2: Burst and coast behavior of a single
particle using output feedback to steer in the
desired direction θd = 135◦.

Since the output feedback control of θ utilizes
the heading estimate θ̂, the closed-loop head-
ing dynamics may be described using a two-
dimensional map. Let g(θ, θ̂) represent the map

(θ(tk+1), θ̂(tk+1))= g(θ(tk), θ̂(tk)), (16)

where g1(θ, θ̂) denotes the map from θ(tk) and
θ̂(tk) to θ(tk+1) and g2(θ, θ̂) denotes the map
from θ(tk) and θ̂(tk) to θ̂(tk+1).

Since the heading estimate θ̂(tk) is constant
during the burst phase, we have

u(tk)= K sin(θd − θ̂(tk)). (17)

The output feedback map is

g1(θ, θ̂)= θ+Kβsin(θd − θ̂). (18)

The map g2(θ, θ̂) is constructed by analyzing
the burst and coast phases separately. Since the
heading estimate is constant during the burst
phase, θ̂(tk+β)= θ̂(tk). During the coast phase,
θ̇ = 0, which implies y= θ is constant from tk+
β to tk +β+T. The map θ̂(tk +β) to θ̂(tk+1) is
obtained by integrating (10) with η= 0 to obtain

θ̂(tk+1)= θ(tk+β)(1− e−LT)+ θ̂(tk+β)e−LT . (19)

Substituting θ(tk +β) = g1(θ(tk), θ̂(tk)) into (19)
and using θ̂(tk +β)= θ̂(tk) yields

g2(θ, θ̂)= (1− e−LT)(θ+Kβsin(θd − θ̂))+ e−LT θ̂.
(20)

Let z = [θ, θ̂]T , which implies z(tk+1) =
g(z(tk)), where g1 and g2 are given by (18) and
(20), respectively. The equilibrium points of g(z)
are z∗ = (θ∗,θ∗), where θ∗ = θd or θ∗ = θd ±π.
Linearizing g(z) about z∗ = (θd,θd) yields the
following two-dimensional linear map:

∂g
∂z

∣∣∣
z=z∗

=
 1 −Kβ

1− e−LT Kβ
(
e−LT −1

)
+ e−LT


(21)

The following theorem provides conditions on
K , L, β and T that exponentially stabilize the
equilibrium point z∗ = (θd,θd). The other equi-
librium points are unstable. The proof invokes
the stability triangle of a 2D map in its trace-
determinant plane [16, p. 317].

Theorem 2. The map g(θ, θ̂) given by (18)
and (20) corresponding to the closed-loop head-
ing dynamics with noise-free output feedback
exponentially stabilizes the equilibrium point
(θ∗, θ̂∗) = (θd,θd) if and only if LT > 0 and
0< Kβ< 2(1+e−LT )

1−e−LT .



(a) Kβ-LT plane (b) trace-determinant plane (c) complex plane

Fig. 3: Stability regions of the burst and coast dynamics using noise-free output feedback with
K = L = 1 and three values of the cycle time CT =β+T. The shaded regions are stable

Proof. Let τ and δ be the trace and determi-
nant of (21), respectively, such that

τ = 1+Kβe−LT −Kβ+ e−LT (22)
δ = e−LT . (23)

From [16], δ< 1 is the first necessary condition
for a stable 2D map. Substituting (23) into
δ < 1 and noting that δ > 0, yields 0 < e−LT <
1, which implies the desired condition on the
product LT. Substituting (22) and (23) into the
second condition δ > −1− τ [16] yields e−LT >
−2−Kβe−LT +Kβ− e−LT , which implies

Kβ< 2(1+ e−LT)
1− e−LT . (24)

Substituting (22) and (23) into the third condi-
tion δ>−1+τ [16] yields e−LT > Kβe−LT−Kβ+
e−LT , which implies Kβ> 0 as desired. ■

The results of Theorem 2 are illustrated in
Figures 3a–3c. Certain values of Kβ, LT, and
the overall cycle time CT =β+T can destabilize
the desired equilibrium point. Figure 3a illus-
trates the stability region in the Kβ–LT plane
with three values of CT ; Figure 3b illustrates
the stability region in the trace-determinant
plane; Figure 3c illustrates the stability region
in the complex plane.

D. Bifurcations of Output Feedback Dynamics

This section analyzes bifurcations of the out-
put feedback dynamics using the cycle time
CT as the bifurcation parameter. Solving for

β = CT − T yields the following constraint on
the trajectories in the Kβ–LT plane:

Kβ= K(CT −T)=−K
L

(LT)+KCT , (25)

corresponding to a line with slope −K
L and

vertical-axis intercept KCT . The following
corollary to Theorem 2 identifies the largest
cycle time CT for which all values of Kβ and LT
stabilize the desired equilibrium point θ∗ = θd.

Corollary 1. Consider the closed-loop heading
dynamics with noise-free output feedback de-
scribed in Theorem 2. Let CT = β+ T denote
the cycle time. The equilibrium point θ∗ = θd is
exponentially stable for any control gain K > 0
and observer gain L > 0 if

CT < 2(1+ p)
K(1− p)

+ 1
L

ln p (26)

where

p = K +2L+2
p

L(L+K)
K

(27)

Proof. We seek a tangential intersection of the
constraint (25) with the stability condition (24).
An intersection occurs at the value of CT for
which (24) equals (25), which yields

CT = 2(1+ e−LT)
K(1− e−LT)

+ 1
L

(LT). (28)

The intersection is tangential if the derivatives
of (24) and (25) are equal at the intersection
point, i.e.,

−K
L

=− 4e−LT

(1− e−LT)2 . (29)



Equation (29) yields the following quadratic
equation in terms of p = e−LT :

K p2 −2(K +2L)p+K = 0, (30)

Solving for p using the quadratic equation and
adopting the positive root gives the desired
result. (The negative root does not satisfy the
stability conditions in Theorem 2.) ■

IV. NOISY SENSING & ACTUATION

This section considers the robustness of the
estimation and control results from Section III
under the influence of sensor and actuator noise
for a single particle. First, Lyapunov’s direct
method shows that θ∗ = θd is uniformly ulti-
mately bounded under the dynamics (5) with
state-feedback heading control (12) and actu-
ator noise ξ 6= 0. Secondly, a similar analysis
shows that the estimation error σ= θ−θ̂ is uni-
formly ultimately bounded under the observer
dynamics (10) with observation (11) and η 6= 0.

A. State Feedback Noisy Heading Control
Consider the heading dynamics (5) with

state-feedback control (12) and bounded actu-
ator noise ξ. Let q = θ−θd denote the smallest
angular difference between θ and θd. The map
from q(tk) to q(tk+1) is obtained from f (θ) in
(14) by including ξ̄= ∫ tk+β

tk
ξdt on the right-hand

side and subtracting θd from both sides. As-
sume |ξ̄| ≤ γ. Taking the Taylor series expansion
of sin q about q = 0 yields

q(tk+1)= q(tk)−Kβq(tk)+ ξ̄. (31)

Consider a quadratic Lyapunov function can-
didate V (q)= 1

2 q2. Let ∆V (tk)=V (tk+1)−V (tk).
Along solutions of the map (31), we have

∆V = 1
2 Kβ(Kβ−2)q2 + (1−Kβ)qξ̄+ 1

2 ξ̄
2

≤ 1
2 Kβ(Kβ−2)q2 +|1−Kβ||q|γ+ 1

2γ
2

(32)
The following corollary to Theorem 1 identifies
a bound on q proportional to the actuator noise
bound γ.

Corollary 2. Consider the closed-loop heading
dynamics with noisy state feedback ξ 6= 0. Let ξ̄=∫ tk+β

tk
ξdt for all k. Assume 0< Kβ< 2, and |ξ̄| <

γ. The equilibrium point θ∗ = θd is uniformly
ultimately bounded with bound γ

Kβ .

Proof. Since 0 < KB < 2, (32) corresponds to a
concave-down parabola ∆V (z). Therefore, V (z)
is decreasing for all values of z for which ∆V <
0. The roots ∆V = 0 occur for z = γ

Kβ , which
implies solutions converge to |z| < γ

Kβ . ■
B. Output Feedback with Noisy Measurements

Consider the observer dynamics (10) and
measurement equation (11). Let η be bounded
measurement noise satisfying |η| <Γ. The esti-
mation error σ denotes the angular difference
between θ and θ̂ during the coast phase. Since
θ, θ̂ ∈ S1, σ= θ−θ̂ corresponds to the small angle
between eiθ and eiθ̂. Since θ is constant during
the coast phase, the time derivative of σ in the
interval tk +β to tk +β+T is

σ̇=− ˙̂θ =−L(σ+η). (33)

Consider the quadratic Lyapunov function
candidate U(σ) = 1

2σ
2. The time-derivative of

U(σ) along solutions of (33) is

U̇ =−Lσ2 −Lησ. (34)

The following corollary to Theorem 2 identifies
a bound on σ equal to the sensor-noise bound.

Corollary 3. Consider the observer dynamics
(10) with L > 0 and bounded sensor noise |η| <
Γ. The estimation error σ = θ− θ̂ converges to
|σ| <Γ.

Proof. Since |η| <Γ, (34) becomes

U̇ ≤−Lσ2 +LΓ|σ|. (35)

Therefore, U is decreasing outside of the region
given by the non-zero roots of (35), i.e., σ=±Γ.

■
V. MULTI-PARTICLE SYNCHRONIZATION

This section extends the intermittent dynam-
ics to N particles with all-to-all communication
and synchronous cycles. We adopt the inter-
mittent dynamics from Section III and use
subscript n to denote the nth particle. First, we
introduce the heading consensus controller (3)
used to align each particle’s heading. Second,
we examine the equilibrium points of the multi-
particle system and determine the stability
properties for the state feedback case. Third,



we devise an idealized sensor to observe the
relative headings between each particle and de-
termine the stability properties for the output
feedback case.

A. State Feedback Heading Synchronization
As in the single-particle case, the constant

thrust control input is νn = ν0, but for multiple
particles the constant steering input is [14]

un(tk)= K
N

N∑
m=1

sin
(
θm(tk)−θn(tk)

)
, (36)

which aligns each particle’s heading (see Fig-
ure 4). The remainder of this section charac-
terizes the stability of the heading dynamics (5)
with (36) and no noise i.e., ξn = 0. Let θ denote
the vector of headings and hn denote the map of
the nth particle’s heading from θn(tk) to θn(tk+1)
such that θn(tk+1)= hn(θ(tk)), where hn is

hn(θ)= θn + Kβ
N

N∑
m=1

sin(θm −θn). (37)

The synchronized equilibrium points of (37)
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Fig. 4: Synchronization of multiple particles us-
ing intermittent state feedback heading control.

are θ∗ = α1, where α ∈ S1 and 1 = [1, · · · ,1]T .
Linearizing (37) about θ∗ yields the N × N
Jacobian matrix

∂hn

∂θ

∣∣∣
θ=θ∗ =


1− Kβ

N
(N −1) n = m

Kβ
N

n 6= m
. (38)

The eigenvalues of (38) are λ = 1 and N −1
repeated roots of λ = 1−Kβ. The eigenvector
for the λ = 1 eigenvalue corresponds to the
inertial frame’s rotational symmetry and does
not affect the convergence to θ∗. The following

proposition provides conditions on Kβ for θ∗ =
α1 to be exponentially stable. Note that the
result is identical to the single-particle case.

Proposition 1. The map (37) corresponding to
the multi-particle closed-loop heading dynam-
ics with noise-free state feedback exponentially
stabilizes the synchronized equilibrium point if
and only if 0< Kβ< 2.

B. Output Feedback Heading Synchronization
Let the relative headings between the mth

and nth particles be denoted as θm,n = θm −θn,
and let ∆θ = [θ1,2, · · · ,θN,N−1]T be the N2 − N
vector of relative headings for N particles. The
output equation and linear observer dynamics
for the multi-particle coast phase are

y=∆θ+η (39)

and
∆ ˙̂θ = L

(
y−∆θ̂

)
, (40)

respectively, where L is the observer gain and
∆θ̂ is the vector of estimated relative headings.

We use an idealized sensor to estimate the
relative headings during the coast phase. The
estimated relative headings are used in the
steering control input during the burst phase.
The heading controller during the burst phase
is

un = K
N

N∑
m=1

sin(θ̂m,n(tk)). (41)

Since (41) utilizes θ̂m,n(tk), the closed-loop
heading dynamics may be described using a
N2-dimensional map. Let H(θ,∆θ̂) represent
the map so that

(θ(tk+1), θ̂(tk+1))= H(θ(tk),∆θ̂(tk)), (42)

where Hθ(θ,∆θ̂) denotes the map from θn(tk)
and ∆θ̂n(tk) to θn(tk+1) and H∆θ(θ,∆θ̂) denotes
the map from θn(tk) and ∆θ̂n(tk) to ∆θ̂n(tk+1).

The nth term of the multi-particle output
feedback map is

Hn
θ (θ,∆θ̂)= θn + Kβ

N

N∑
m=1

sin
(
θ̂m,n

)
. (43)

The map H∆θ(θ,∆θ̂) is determined by integrat-
ing (40), substituting (43), and using θm,n(tk +



β) = θm,n(tk+1), which yields the (m,n)th term
of

Hm,n
∆θ

(θ, θ̂)= (1− e−LT)
(
θm,n +um −un

)
+ e−LT θ̂m,n, (44)

where um and un are given by (41) for the mth
and nth particles, respectively.

Let φ = [θ,∆θ̂]T represent the N2-
dimensional column vector of the absolute
headings and estimated relative headings.
This implies that φ(tk+1) = H(φ(tk)), where
Hθ and H∆θ are given by (43) and (44),
respectively. The synchronized equilibrium
points of H(φ) are φ∗ = (θ∗,∆θ̂∗), where
θ∗ =α1 and ∆θ̂∗ = 0.

The following proposition provides conditions
on the products Kβ and LT that exponentially
stabilize φ∗ for multiple particles. The other
equilibrium points are unstable [14]. The proof
for Proposition 2 is omitted due to the page
constraints. Note, this result is identical to
Theorem 2.

Proposition 2. The map H(θ,∆θ̂) given by
(43) and (44) corresponding to the closed-loop
heading dynamics with noise-free output feed-
back exponentially stabilizes the synchronized
equilibrium point if and only if LT > 0 and
0< Kβ< 2(1+e−LT )

1−e−LT .

VI. CONCLUSION

This paper presents a bio-inspired dynamic
model of planar self-propelled particles with
intermittent heading sensing and control. Sta-
bility analysis of the noise-free state feedback
and output feedback control provides conditions
on control and observer gains to ensure expo-
nential convergence of the equilibrium point
in both the single and multi-particle cases.
The heading estimation and control is robust
to bounded measurement and actuation noise,
respectively. Ongoing and future work seeks
to expand this analysis to consider multiple
particles with asynchronous cycles and actuator
and sensor noise.
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