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As autonomous robots become more capable and integrated into daily society, it becomes

crucial to consider how a user will interact with them, how a robot will perceive a user, and how

a robot will comprehend a user’s intentions. This challenge increases in difficulty when the user

is required to interact with and control multiple robots simultaneously.

Human intervention is often required during autonomous operations, particularly in sce-

narios that involve complex decision-making or where safety concerns arise. Thus, the methods

by which users interact with multi-agent systems is an important area of research. These inter-

actions should be intuitive, efficient, and effective all while preserving the operator’s safety. We

present a novel human swarm interface (HSI) that utilizes gesture control and haptic feedback to

interact with and control a swarm of quadrotors in a confined space. This human swarm interface

prioritizes operator safety while reducing cognitive load during control of an aerial swarm.

Human-robot interfaces (HRIs) are mechanisms designed to facilitate communication be-

tween humans and robots, enhancing the user’s ability to command and collaborate with robots



in an intuitive and user-friendly manner. One challenge is providing mobile robotic systems with

the capability to localize and interact with a user in their environment. Localization involves es-

timating the pose (position and orientation) of the user relative to the robot, which is essential for

tasks that require close interactions or navigation in shared spaces. We present a novel method

for obtaining user pose as well as other anthropometric measurements useful for human-robot

interactions.

Another challenge is extending these HRI and HSI paradigms to the outdoors. Unlike con-

trolled laboratory conditions, outdoor environments involve a variety of variables such as fluctu-

ating weather conditions as well as a mix of static and dynamic obstacles. In this dissertation, we

design a portable human swarm interface that allows an operator to interact with and control a

multi-agent system outdoors. The portable HSI takes the form of smart binoculars. The user uses

the smart binoculars to select an outdoor location and assign a task for the multi-agent system

to complete given the targeted area. This system allows for new methods of multi-agent oper-

ation, that will leverage a user’s on-the-ground knowledge while utilizing autonomous vehicles

for line-of-sight operations, without compromising their situational awareness.
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Chapter 1: Introduction

1.1 Motivation

As autonomous robots become more capable and integrated into daily society, it becomes

crucial to consider how a user will interact with them, how a robot will perceive a user, and how

a robot will comprehend a user’s intentions. This challenge increases in difficulty when the user

is required to interact with and control multiple robots simultaneously.

Command and control of an aerial swarm is a complex task. This task increases in difficulty

when the flight volume is restricted, and the swarm and operator inhabit the same workspace.

While autonomous systems are becoming more capable, often human intervention is still required

so the methods by which users interact with these multi-agent systems is an important area of

research. We present a novel human swarm interface (HSI) that utilizes gesture control and haptic

feedback to interact with and control a swarm of quadrotors in a confined space. This human

swarm interface prioritizes operator safety while reducing cognitive load during control of an

aerial swarm. While the proposed work demonstrates that an operator can safely and intuitively

control a swarm of aerial robots in the same workspace, there is an underlying reliance on a

motion capture system to provide the user’s pose to the swarm. Next, we address the challenge of

developing the capability for an autonomous system to estimate a user’s pose to facilitate more

intuitive interactions.
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Human-robot interfaces (HRIs) are the mechanisms by which humans and robots interact

and communicate [1]. The field of human-robot interactions explores these interfaces in an effort

to optimize the utility of robots, while communicating the user’s intentions intuitively. These

interfaces can take the form of tablets [2], AR/VR headset [3], and even adaptive or assistive

exoskeleton [4]. Regardless of the system, HRIs provide methods for users to interact with robotic

systems in a variety of intuitive manners. One challenge is providing mobile robotic systems with

the capability to localize and interact with a user in their environment. With the introduction of

systems like Astro [5], developing intuitive HRIs that leverage known surroundings and user

interfaces has never been more pressing. We present a novel method for obtaining user pose as

well as other anthropometric measurements useful for human-robot interactions.

While the presented systems work well in laboratory settings, another challenge is extend-

ing these HRI and HSI paradigms to the outdoors. How will these systems deal with varying

environmental conditions and unstructured environments? Current systems utilize ground con-

trol stations (GCS) which rely on users interacting with computers or tablets, removing them

from their current environments, and reducing their situational awareness during every interac-

tion. These interactions often involve drop down menus and selecting desired locations on a map

which can be both difficult and time-consuming under strenuous circumstances. In this disser-

tation, we design a portable human swarm interface that allows an operator to interact with and

control a multi-agent system outdoors. The portable HSI takes the form of smart binoculars. The

user uses the smart binoculars to select an outdoor location and assign a task for the multi-agent

system to complete given the targeted area. This system allows for new methods of multi-agent

operation, that will leverage a user’s on-the-ground knowledge while utilizing autonomous vehi-

cles for line of sight operations, without compromising their situational awareness.
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1.2 Relation to Prior Work

The work in this dissertation builds on both foundational and experimental work done by

others. First, we discuss prior work investigating the use of gesture and motion controls for multi-

agent system, the utilization of haptic feedback in relaying information to the user, as well as the

utility of potential and barrier functions in preventing collisions between autonomous systems and

objects in their environment. Second, we examine monocular pose estimation systems, current

image-based methods for estimating anthropometric measurements, and state augmentation for

bias estimation. Lastly, we review current ground control stations, head-mounted display-based

human swarm interfaces, and mobile device-based multi-agent interfaces.

1.2.1 Human Swarm Interface

Swarm robotics is an emergent field. Applications in this field range from agriculture [6]

and material transport [7], to search and rescue [8] and entertainment [9]. Regardless of the task at

hand, the operator is responsible for making sure that the behavior of the swarm is in accordance

with the given objectives. As the tasks become increasingly complicated and operators become

more involved, it becomes especially important to consider factors that affect the interaction

between the operator and the swarm. By reducing the cognitive load on the operator, they may

be able to make more informed decisions, leading to more effective and efficient interactions.

The field of human-swarm interactions explores the interface between human operators and

robotic swarms in an effort to optimize control over the swarm while reducing the cognitive load

on an operator. A cobot, or collaborative robot, is a robot intended to interact with humans within

a shared environment. We describe a novel cobot human swarm interface (HSI) that reduces

3



cognitive load on the operator by addressing one of the largest hurdles in collaborative robotics,

agent-operator collision. The safety of the operator is prioritized and encoded into each agent

through the use of distance-based potentials, whereas motion and gesture controls relay desired

commands and control of an aerial swarm.

Gesture and motion controls are effective methods of relaying an operator’s intent to robotic

systems. Not only are gestures natural and intuitive means of communication, but machine-

learning algorithms have bridged the gap allowing operators to use gestures to communicate

with, command, and control robotic systems.

[10], [11], and [12] describe vision-based gesture control methods in which convolutional

neural networks classify gestures made by the operator. Once classified, these gestures are trans-

lated into control signals and sent to their robotic systems. [13] and [14] extend this idea to

multi-agent systems by enabling agents to classify gestures onboard and perform the assigned

tasks defined by those gestures autonomously. One downfall to these methods is that they require

a line of sight for the operator to receive the intended instructions.

Another method of relaying desired commands is through the use of muscle and motion

sensing devices such as the Mbientlab IMU bracelet, Myo armband, or OYMotion gForce-

Pro+. [15] presents a method for controlling the 3D position of a quadrotor by confining the

motion of the quadrotor to a 3D surface. The position of the quadrotor is determined by finding

the intersection between that surface and a pointing vector generated from the arm of the operator

wearing an IMU. An external button is used to iterate between predefined surfaces to achieve the

desired motion in space. [16] describes an interpreter that uses the motions and static gestures of

an operator wearing a Myo armband to replace the functionalities of a computer mouse, allowing

an operator to control the formation of a swarm by simply drawing the desired formation with

4



their arm. [17] shows that static gestures may be used to interact with a virtual menu, allowing an

operator to have access to a library of desired controls through which they may guide a swarm of

ground robots through an environment with obstacles. Similarly, [18] develops a clustering algo-

rithm to perform online gesture recognition and showed that an operator wearing a Myo armband

may successfully navigate a drone through an obstacle course containing hoops. Others such

as [19, 20], and [21] have expanded these control paradigms to develop multi-modal interfaces

that include speech as well as motion and gesture control for their multi-agents systems. Mo-

tion and gesture controls are used to select the desired agents, whereas speech control is used to

directly relay the desired commands to those selected agents.

While being able to control a quadrotor is crucial, the information received about the

quadrotor and its states can be just as important, allowing an operator to make more informed

decisions. In indoor settings, the domain in which robots move may be limited, so operators nat-

urally rely on visual feedback as their main source of information pertaining to a robot’s states.

While this is generally sufficient, it becomes increasingly more difficult to estimate these param-

eters in multi-agent systems or environments that include obstacles.

One method to relay pertinent information quickly is through the use of haptic devices.

Intensity, duration, rhythm, and tactor locations are all parameters that can be varied to develop

a library of haptic patterns to relay desired information to an operator. [22] and [23] utilize an

Omega 3 active force feedback device as both a joystick and tool to provide haptic feedback.

As the Omega teleoperates a swarm of aerial vehicles, resistive force feedback is provided to

the operator during flight when the selected direction of travel is impeded by an obstacle, aiding

the operator in navigating the swarm around obstacles in the environment. [24] presents a haptic

glove paired with six tactors that corresponded to the axes of motion of a teleoperated quadrotor.
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The tactors on the glove vibrate with varying intensities in proportion to the quadrotor’s proximity

to any obstacles, providing spatial awareness even when the quadrotor moved directly out of the

operator’s line of sight. Others have developed libraries of vibrotactile patterns that relayed

changes in robotic system’s states such as the density and center of mass of a swarm of aerial

robots [25] or the attitude of a virtual aircraft [26]. While these works show the benefits of using

muscle and motion control sensors as pipelines to provide robotic systems with their operator’s

intent or desired controls, they are limited to teleportation applications, that is, they lack the

ability to allow the operator to directly and safely interact with these robotic systems.

Artificial potential fields and barrier functions have a rich history of being used in path

planning and collision avoidance applications for autonomous systems. [27], [28], and [29] suc-

cessfully developed a steering-based collision avoidance method for vehicles by virtually attach-

ing a variety of velocity potential functions to objects detected in the surrounding environment.

The aggregate of the surrounding velocity fields is used to safely steer the car around obsta-

cles. [30] and [31] apply potential fields to the problems of multi-agent path planning through

obstacle rich complex environments. [32], [33] and [34] utilize potential fields and barrier func-

tions, respectively, to ensure inter-agent collision avoidance during completion of tasks assigned

to the multi-agent systems. The swarm-velocity controller presented here leverages these works

to develop a potential based approach that achieves online inter-agent safety as well as operator

collision avoidance, while continuously attempting to maintain the prescribed formation.
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1.2.2 Multi-Sensor Pose and Parameter Estimation

A human-robot interface (HRI) is the mechanism by which humans and robots interact and

communicate [1]. The field of human-robot interactions explores these interfaces in an effort to

optimize the utility of robots, while communicating the user’s intentions intuitively. Visual- and

gesture-based communication methodologies are intuitive between humans, but giving a robotic

system the ability to perceive and comprehend the intentions of a human is more difficult. A key

challenge in the field of human-robot interactions is the estimation of the user’s pose, i.e., body

position and orientation. We present a sensor-fusion framework that estimates the pose of a user

as well as their torso length and chest width. As an example application of this system, the pose

and estimated body lengths are utilized to estimate the location of an object on the floor that the

user is pointing at.

Human pose recognition and estimation is a common task in computer vision and a key

step in enabling safe and intuitive human-robot interfaces. Applications include autonomous

vehicles [35], action recognition [36], augmented/virtual reality [37], and sports science [38].

[39] and [40] propose model fitting-based methods by finding the joint locations of the user in

an image, generating a 3D candidate pose, and recursively minimizing the error between the

joints in the image and the projection of the candidate pose’s joints onto the image. Similarly,

[41] begins with the user’s joint locations on an image, but instead reconstructs their pose by

assuming their 2D joint locations are scaled orthographic projections of their 3D pose and solves

for the corresponding scaling factor. While earlier approaches relied on manual joint selection

or fixed appendage lengths and ratios to resolve their depth ambiguities, current methods such

as SMPLify [42] have designed networks to automate this model fitting process without these
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constraints. Recently, several learning-based methods have shown success in estimating 3D pose

[43], [44], and [45]. Others such as [46] and [47] have expanded on these works to include multi-

person pose estimation frameworks. While these works have shown success in estimating 3D

poses, they rarely consider the user’s actual size and, thus, their solutions are typically incorrectly

scaled to match the user’s anthropomorphic measurements.

While being able to estimate the pose of the user is crucial, estimating the user’s anthropo-

morphic measurements can be just as important. The capability to estimate body and appendage

lengths can provide robots with a sense of scale for the individuals they’re interacting with, as

well as providing them with information that could be used to develop more intuitive human-

robot interfaces. [48], [49], and [50] show that the anthropometric measurements of a user can

be estimated by first initializing a body model at the user’s estimated depth and then estimating

the measurements based on the fitted model. One downfall for these methods is that they rely on

calibrating their systems per experiment or using depth sensors in addition to 2D images.

State estimation in the presence of biases has been the subject of in-depth research. [51]

and [52] show that optimal estimates of a linear system’s states and unknown constant biases can

be obtained by augmenting the system’s state vector. More recently, [53] and [54] show that state

augmentation techniques can also be used to estimate states and biases in nonlinear systems on

mobile robotics platforms. The extended Kalman filter (EKF) presented in this work leverages

these works by adding measurement biases as well as user parameter estimate biases to the state

vector. The nominally chosen values of the user’s body lengths are treated as constants with their

deviation from the true value as biases. Thus, the true values of the user’s body lengths can be

estimated in conjunction with user pose.
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1.2.3 Outdoor Multi-Agent Control and Target Selection

While human swarm interfaces (HSIs) and human-robot interfaces (HRIs) have been exten-

sively researched for indoor laboratory environments, their application in outdoor settings remain

largely unexplored. Traditionally, outdoor UAV control has been managed through Ground Con-

trol Stations (GCSs), which typically leverage flight control or mission planner software packages

like QGroundControl [55] or Mission Planner [56]. The packages provide numerous capabilities

including system monitoring, waypoint navigation, and mission planning. While these packages

are typically used for single agent operations, they maintain some basic functionalities useful for

multi-agent operations. Researchers have shown that these types of GCSs can be used for coor-

dinated missions such as multi-agent path planning [57] and optimal area coverage [58]. More

recently researchers like [59] and [60] have begun writing their own custom GCSs to provide

them with real-time telemetry monitoring, and advanced algorithms for swarm coordination and

task allocation.

One challenge is designing these systems to be portable and easily used by a variety of

operators. With the rise in popularity of augmented and virtual reality systems, many researchers

have begun to integrate these mobile computational units into their human-robot interfaces. [61]

utilized an Oculus Quest to develop a mixed reality interface that allows a user to visualize re-

mote environments and supervise field robots. [62] extended this work by developing a mixed-

reality system that allowed multiple operators with different roles to interact with a swarm via

a configurable multi-modal human interface. Their multimodal user interface supported swarm

visualization, human gesture inputs, tactile feedback, and audio feedback. Experiments showed

that this system was effective in visualizing remote environments as well as controlling the po-
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sition, formation, and tasks assigned to a swarm. [63] developed an augmented reality human

swarm interface that allowed a user to draw a 3D lasso using their hands and provide verbal com-

mands to interact with the selected agent in the swarm. While these systems have shown success

in providing additional capabilities to users for outdoor operations, they require the user to rely

on head-mounted displays which currently lack sufficient battery longevity for extended outdoor

operations.

While traditional GCS have shown success in their ability to provide users with the nec-

essary capabilities to monitor and control robotic platforms, they are often constrained by their

reliance on stationary or semi-portable computational hardware. Recently, portable systems like

smartphones and tablets, in conjunction with software packages like the Android Team Aware-

ness Kit (ATAK) [64], have provided users with the capability to use touchscreens for waypoint

selection and manual control. [65] used ATAK to dispatch UAVs to locations of interest to search,

identify, and visualize targets. [66] utilized ATAK to allow a multi-agent team to share their lo-

cations, the locations of any objects of interest, and coordinate air-ground missions between

autonomous agents during a search and rescue mission. The ATAK has also shown promise

in acting as a visualizing tool. [67] showed that an ATAK could display a heat map created by

a distributed network of remote sensing aerial vehicles during live operation. [68] developed a

phone-based swarm controller that allowed a user to control the position, orientation, and shape

of a swarm’s formation outdoors using a custom written app, and the orientation of the swarm

controller. While these systems are portable, they require the user to concentrate on their devices,

reducing their situational awareness.
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1.3 Contributions of this Dissertation

The contributions of this dissertation are in the areas of multi-agent control, pose and pa-

rameter estimation, and human-robot interactions. These contributions advance our understand-

ing of how users can effectively engage with robots in a variety of environments. Many of these

results have either been published in peer-reviewed journals or submitted and are currently under

review [69].

1.3.1 Cobot Human Swarm Interface

We develop a cobot human swarm interface that prioritizes operator safety through the use

of distance-based potential functions and feedback control, and a gesture-based control method-

ology that provides an operator with control of a swarm’s position, orientation, and density in

either the global frame or the operator’s body frame. Experimental results validate the utility of

the designed swarm velocity controller in maintaining operator safety during control of a cobot

swarm while occupying the same workspace, allowing the operator to focus their efforts on com-

pleting their tasks rather than their personal safety.

1.3.2 Multi-Sensor Pose and Parameter Estimation

Inspired by the introduction of consumer robots, we develop a monocular depth-estimation

framework leveraging an existing keypoint detection package, a real-time pose tracking solution

fusing a single camera and multiple acoustic sensors, and a method to assimilate visual and

acoustic sensor data using an extended Kalman filter to estimate body dimensions. Motivated by

previous work [69], this system develops the capability to estimate the pose and body lengths of a
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user, providing robotic systems with a sense of scale for the individuals they’re interacting with,

as well as information about the user that may be used to develop more intuitive human-robot

interfaces.

1.3.3 Outdoor Target Selection-based Human Swarm Interface

We develop a method for enabling users to control the position of a multi-robot system

in outdoor environments. The smart binoculars, equipped with rangefinder capabilities, accu-

rately obtain targeted coordinates and relay them to a swarm of UAVs, which then autonomously

navigate to these locations to complete their assigned tasks. Experimental results show that this

system can estimate the coordinates for a desired location outdoors. The captured coordinates

are then relayed to a swarm of UAVs to display positional control of both individual and multiple

agents simultaneously.

1.4 Outline of Dissertation

This dissertation is outlined as follows. Chapter 2 presents the mathematical and experi-

mental preliminaries required to understand the presented work.

Chapter 3 introduces swarming formations and gesture recognition. We also derive the

distance-based swarm velocity controller used to prevent inter-agent as well as operator collision

avoidance and describe the haptic feedback and gesture control systems. Experimental results

demonstrate the utility of the gesture-based control methodology in controlling the position, ori-

entation, and density of the swarm, and validate the design of the swarm velocity controller.

Chapter 4 shows the derivation of the monocular pose estimation framework used to de-
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velop the vision-based system’s observation model as well as the sound-based system’s estimate.

We continue by defining the states, measurement, and observation models used by the extended

Kalman filter to estimate the user’s pose and body measurements.

Chapter 5 introduces the smart binoculars, a portable device designed to facilitate inter-

actions between users and multi-agent autonomous systems in dynamic outdoor environments.

We discuss the involved hardware, target localization associated functionalities, and reviews the

evolution of the system. Experimental results demonstrate the utility of the smart binoculars as

an outdoor human swarm interface.

The conclusion and summary of dissertation are discussed in Chapter 6.
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Chapter 2: Background

This chapter provides background information for chapters 3 - 5. First, we discuss the

EMG-based gesture recognition armband, aerial swarm of miniature quadrotors, and a haptic vest

utilized by the human swarm interface presented in chapter 3. Second, we present the pinhole

camera model in conjunction with the pose recognition and sound localization systems which

are used to estimate a user’s pose and anthropomorphic measurements. Third, we introduce the

mathematical relationship used by the smart binoculars in chapter 5 to estimate target coordinates

outdoors.

2.1 Experimental Hardware

2.1.1 Gesture Recognition

Electromyography (EMG) sensors measure and record the electrical signals generated in

muscles during contraction [70]. The OYMotion gForcePro+ armband is a wearable EMG based

gesture recognition device shown in Fig. 2.1. Containing an 8-channel EMG array and a 9-axis

IMU, the gForcePro+ provides a real-time orientation estimation of the operators forearm as

well as gesture recognition via Bluetooth BLE 4.2 up to a range of 10m. Gesture recognition is

accomplished utilizing a trainable AI model onboard the armband that allows for up to 16 unique
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user-defined gestures [71].

Figure 2.1: OYMotion gForcePro+

2.1.2 Indoor Aerial Swarm

The Bitcraze Loco Swarm [72] is an aerial robotic swarm consisting of homogeneous

quadrotors called Crazyflies [73] utilizing the Loco Positioning system for localization. Crazyflies,

shown in Fig. 2.2, are miniature quadrotors measuring 92mm × 92mm with a takeoff weight of

27g. The Loco Positioning system is an Ultra-Wide Band radio-based localization system used to

find the 3D position of the Crazyflies in space [74]. Loco Positioning nodes [75] are positioned

within a room. For this work, these nodes were used to define a flight volume for the swarm.

Each Crazyflie is paired with a Loco Positioning deck [76]. High frequency radio messages are

sent back and forth between the nodes and the decks, allowing the system to measure the distance

between each node and the deck to calculate the position of the deck and therefore the Crazyflie.

Position estimation is performed onboard the Crazyflie and sent to the ground station. The Loco

Swarm was flown using Crazyswarm, a system architecture for controlling multiple Crazyflies
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simultaneously [77].

Figure 2.2: Bitcraze Loco Swarm

2.1.3 Haptic Vest

The bHaptics TactSuit X40 is a virtual reality haptic vest, shown in Fig. 2.3. Weighing

1.7kg, this haptic vest contains 40 vibrotactile motors, 20 on both the front and back, and is

connected to the base station using BLE 4.0. [78].

Figure 2.3: bHaptics TactSuit X40
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2.2 Localization Algorithms

2.2.1 Pinhole Camera Model

The pinhole camera model describes a mathematical relationship between a three-dimensional

point and its projection onto a two-dimensional image plane. Given a camera’s intrinsic prop-

erties, i.e., its focal lengths (fx, fy) and principal point (u0, v0), a point P = (X, Y, Z)I can be

projected onto an image plane p = (u, v)P using the following relationship [79], [80], [81]:

u = fx

(
X

Z

)
+ u0 (2.1)

v = fy

(
Y

Z

)
+ v0 (2.2)

2.2.2 Pose Recognition

MediaPipe is an open-source framework for building perception pipelines [82]. MediaPipe

Pose Landmarker is one of the many preconstructed solutions that utilize this framework. The

MediaPipe Pose Landmarker detects, identifies, and tracks body landmarks in video feed. The

system returns the estimated real-time location of the landmarks in the image frame, as well as

the 3D world coordinates for a scaled skeletal model in the camera frame as shown in Fig. 2.4a.

Fig. 2.4c shows a skeletal model of the 33 landmarks representing the approximate locations of

the corresponding body parts [83], [84].
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Figure 2.4: (a) Image annotated with landmarks from MediaPipe pose landmarker; (b) 3D world
coordinates from MeidaPipe’s estimated skeletal model; (c) skeletal model definition showing 33
body landmarks

2.2.3 Sound Source Localization

Direction of arrival calculations were performed on UMA-8 V2s, high-performance, low-

cost multichannel USB microphone arrays with seven microphones configured in a circular ar-

rangement [85]. These microphone arrays were utilized in conjunction with Open embeddeD

Audition System (ODAS), a library dedicated to performing sound source localization, tracking,

separation, and post-filtering [86]. Each microphone array provides the system with a 3D unit

vector in the direction of the detected sound source.
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(a) (b)

Figure 2.5: (a) UMA-8 USB mic array - V2.0, (b) Graphical representation of the auditory de-
tections (dark blue squares) and a three-dimensional point (light blue circle) representing the unit
vector in the direction of a tracked source obtained from using ODAS.

2.2.4 Terminal Geographic Location Given Range and Bearing

Given an initial location (lat0, lon0), range ρ, bearing β, and the radius of the earth R, the

coordinates for a terminal location can be found as shown below:

Figure 2.6: Diagram showing terminal geographic coordinates (lat1, lon1), given an initial posi-
tion (lat0, lon0), range (ρ), and bearing (β)
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lat1 = sin−1
(
sin(lat0) cos

( ρ
R

)
+ cos (lat0) sin

( ρ
R

)
cos (β)

)
(2.3)

lon1 = lon0 + atan2 (a, b) (2.4)

where

a = sin (β) sin
( ρ
R

)
cos (lat0)

b = cos
( ρ
R

)
− sin (lat0) sin (lat1)

20



Chapter 3: Safe Operations of an Aerial Swarm via a Cobot Human Swarm

Interface

3.1 Introduction

This chapter investigates the development of a human swarm interface that facilitates the

command and control of an aerial swarm while the user and swarm occupy the same workspace.

We develop a gesture-based control methodology to provide an operator with control of a swarm’s

position, orientation, and density in either the global frame or the operator’s body frame. This HSI

was designed to prioritize operator safety through the use of distance-based potential functions

and feedback control. This work demonstrates that an operator can safely and intuitively control

a swarm of aerial robots within the same workspace.

This chapter is organized as follows. Section 3.2 introduces the control strategies employed

in the developed human swarm interface. We define the swarming formations used to organize

the Loco Swarm and review the trained gestures used to control the formation. This section also

describes our potential-based swarm velocity controller and explains how it, in conjunction with

haptic feedback, prevents collisions between the user and aerial agents. Section 3.3 reports the

experimental results. The conclusions and future work are discussed in Section 3.4.

21



3.2 Control Strategy

In the control strategy described here, the operator utilizes gestures to command and control

the position, orientation, and density of the aerial swarm. This is accomplished by dynamically

modifying the formation defining the swarm, while each agent autonomously follows their as-

signed goal positions within the formation.

3.2.1 Swarming Formations

The swarming formations used in this work are shown in Fig. 3.1. All formations are radi-

ally symmetric, which is a property that is leveraged when controlling the density of the swarm.

While the desired formation is determined by the number of desired agents and a desired radius,

no agent is assigned a specific location within the formation. During assembly, the assignment

problem is solved using a Munkres assignment algorithm [87], minimizing the distance each

agent must travel to complete the formation.

(a) (b) (c) (d) (e)

Figure 3.1: Swarming formations per number of agents, ranging from (a-e) 1-5 agents respec-
tively.
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3.2.2 Gesture Recognition

One of the objectives of this work is to provide an operator with the capability to control

the position, orientation, and density of an aerial swarm in both the global frame as well as the

operator’s body frame. This is achieved using the trained gestures shown in Fig. 3.2.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.2: 8 custom gestures recognized by the gForcePro+ AI model after training: (a) closed
fist, (b) finger pointing, (c) wrist flexion, (d) wrist extension, (e) ulnar deviation, (f) radial devia-
tion, (g) finger pinch, and (h) finger spread.

Inspired by the work presented in [88] and [89], the selected gestures have been shown to

be successfully recognized with a high degree of accuracy using a number of methods, including

those employed on the OYMotion gForcePro+. The closed fist gesture is assigned the role of

commanding the agents to takeoff from their respective locations, as well as assembling the

agents into formation. The finger pointing gesture lands the aerial swarm. The wrist flexion

and wrist extension gestures give the operator positional control over the swarm. The positional

control shown in this work is limited to translation along the X-axis of the inertial frame. This

could be extended with 2 additional pairs of gestures to control the translation in the remaining

two axes. The ulnar deviation and radial deviation gestures provide the operator with control of
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the orientation of the swarm by rotating the swarm counterclockwise and clockwise in the X-Y

plane respectively. The finger pinch and finger spread gestures allow the operator to decrease and

increase the density of the swarm respectively.

Gestures were selected as the control modality for this work due to the decrease in the

amount of required infrastructure in comparison to tablets or hardware-based control systems,

and their lack of ambiguity in comparison to speech-based control systems. The goal of this work

is to develop an HSI that prioritizes operator safety, while reducing cognitive load during control

of a cobot swarm. One method to decrease the cognitive load on the operator is to decrease the

amount of infrastructure the operator is required to engage with.

3.2.3 Swarm Velocity Controller

Given a swarm of n identical agents, a velocity control algorithm is developed to safely

navigate an agent from its current locations xi, to their goal locations xg, while circumventing

the p obstacles in the environment. The attractive potential Uiattr and velocity controller Viattr for

agent i can thus be expressed as

Uiattr(xi) = V0||xi − xig || (3.1)

and
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Viattr(xi) = −∇Uiattr(xi)

= −∇V0||xi − xig ||

= −V0
(xi − xig)

||xi − xig ||

(3.2)

where Vo is the desired constant velocity.

The obstacle-avoidance velocity controller was designed to allow agents to safely avoid

obstacles while moving towards their goal. The FIRAS function proposed by Khatib [90] is

frequently used as a repulsive potential function:

Uobs(x) =


1

2
η

(
1

ρ
− 1

ρ0

)2

, ρ ≤ ρ0

0, ρ > ρ0,

(3.3)

where ρ0 represents the limit distance, or radius of influence, of the repulsive field and ρ repre-

sents the shortest distance to the obstacle. This function has been adapted for these applications.

The obstacle-avoidance velocity controller Viobs for agent i can thus be expressed as

Viobs(xi) = −
p∑

m=1

∇Uiobs(xi)

=


p∑

m=1

η

(
1

ρm
− 1

ρ0

)
1

ρ2m

∂ρm
∂x

, ρm ≤ ρ0

0, ρ > ρ0,

(3.4)

where ρm = ||xi − xobsm|| is the distance to obstacle m.
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3.2.4 Haptic Feedback

The bHaptics TactSuit X40 is a virtual reality haptic vest shown in Fig. 2.3. In this work,

these motors provide the operator with the continuous location of the center of mass of the swarm

with respect to the flight volume. The flight volume was divided into 40 bins, paralleling the

motors on the vest. The centroid of the swarm is calculated and localized to 1 of these 40 bins.

While the swarm’s center of mass is in a given bin, the corresponding tactor vibrates on the vest;

as the center of mass moves, the analogous motors on the vest vibrate, providing the operator

with the continuous spatial awareness of the swarm’s location relative to the flight volume and its

boundaries in real time. An example of this feedback can be seen in Fig. 3.3.

Figure 3.3: Experimental setup showing the flight volume defined by the Loco Position system
(LPS) Nodes, the bin partitioning utilized to localize the swarm’s centroid, and the vested operator
receiving haptic feedback regarding the location of the centroid of the swarm.
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3.3 Experimental Results

Experiments are conducted to demonstrate the gesture-based control methodology in con-

trolling the position, orientation, and density of the swarm in both the inertial frame as well as the

operator’s body frame and validate the utility of the designed swarm velocity controller in main-

taining operator safety during control of a cobot swarm while occupying the same workspace.

All gesture training and experiments were conducted by the authors.

3.3.1 Experimental Setup

The system shown in these results is a Loco Swarm using Crazyswarm’s goTo() function-

ality in which waypoints are sent to each agent at 4Hz and an onboard controller plans a smooth

trajectory from the current state to the waypoint position. The waypoints, xik+1
, are derived as

shown below:

xik+1
=


xik + Viattr(xik)∆t+ Viobs(xik)∆t, ||xik − xig || > Viattr(xik)∆t

xig + Viobs(xik)∆t, ||xik − xig || ≤ Viattr(xik)∆t

(3.5)

where xik is the current position of agent i, Viattr(xik) are the goal-bound velocities, Viobs(xik)

are the collision avoidance velocities, and ∆t is the inverse of the desired waypoint frequency.

All positions derived using this methodology are 2-D positions spanning the X-Y plane, with a

fixed altitude of 1m in an effort to avoid the effects of the downwash interaction between the

aerial agents in the swarm. The prescribed formation has a radius of 0.75m. To ensure inter-

agent collision avoidance, the agents in the swarm consider their counterparts obstacles. Fig. 3.3
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shows the experimental setup. For video results refer to supplemental materials shown here:

https://youtu.be/9kladblLRj8

3.3.2 Position Control in Inertial Frame

In the first experiment, the ability to control the position, orientation, and density of a

robotic swarm containing 5 agents through the developed HSI is illustrated. The positional con-

trol over the swarm using the wrist flexion and wrist extension gestures was mapped to a transla-

tion of 1m. The ulnar deviation and radial deviation gestures were mapped to rotations of 22.5◦.

The finger pinch and finger spread gestures were mapped to radial translations of 0.25m about

the centroid of the Loco Swarm’s formation. The operator remained stationary throughout this

experiment. Fig. 3.4 shows a time series of the Loco Swarm’s trajectory, as seen from above,

during a gesture-based flight demonstration. As shown, an operator can control the position,

orientation, and density of a swarm in the inertial frame.

3.3.3 Position Control in Operator Frame

The second experiment continued to utilize gesture control. A VICON Vantage V8 system

with 12 cameras was used to localize the operator within the environment. During this exper-

iment, the operator was free to move throughout the environment as they desired. A robotic

swarm containing 3 agents was localized using the Loco Positioning system. The OYMotion

gForcePro+ provides the orientation of operator’s arm. Once the pose of the operator’s arm is

established, a pointing ray from the operator’s arm is generated, and the intersection between that

ray and the floor may be calculated. The operator then utilized the previous translational control
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(a) (b)

(c) (d)

(e) (f)

Figure 3.4: Time series (a-f) of the Loco Swarm’s X-Y trajectory during a gesture based flight
demonstration. The locations denoted with the ◦ and × symbols represent the initial and final
positions of the swarm respectively, before and after each gesture was performed.

gestures to relay the intersection point to the Loco Swarm as the desired location for the centroid

of the formation. During this control modality, the translational gestures are referred to as call

gestures. Fig. 3.5 shows a time series of the Loco Swarm’s and operator’s trajectory, as seen from

above, during this flight demonstration. As shown, regardless of their movement, an operator can
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successfully control the position of a swarm in their body frame.
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Figure 3.5: Time series (a-d) of the operator and Loco Swarm’s X-Y trajectory during a flight
demonstration utilizing positional control in the operator frame. The locations denoted with the
◦ and × symbols represent the initial and final positions of the swarm respectively, before and
after the call gesture was performed. The ⋆ symbol denotes the commanded intersection or call
point.

3.3.4 Operator Collision Avoidance

The third experiment demonstrates the collision avoidance capabilities of the HSI. The

operator is once again localized in the flight volume via the VICON system. Once localized, the

position of the operator is added to the list of obstacles. The 3 agents were assigned an avoidance

radii of 0.25m and the operator was assigned an avoidance radius of 1m. Fig. 3.6 shows the
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minimum, maximum, and average inter-agent distances during this experiment, as well as the

inter-agent distance prescribed by the formation. The formation is assigned a radius of 0.75m

leading to a prescribed inter-agent distance of approximately 1.3m. At 115s into this experiment,

the operator decreased the density of the swarm by increasing the formation radius from 0.75m

to 1m, leading to a prescribed inter-agent distance of approximately 1.73m. The periods of time

near 55s, 80s, and 115s show windows where the operator was not within collision range of

the swarm. As shown, the lines converge, since the minimum distance, maximum distance, and

average distance between agents are all equivalent for the assigned radially symmetric three-agent

formation. This plot also shows that as the operator moves back and forth through the swarm, the

agents at no point in time collided with each other and respect their assigned avoidance radii.
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Figure 3.6: Time series showing the minimum, maximum, average, and formation based inter-
agent distance during operator collision avoidance experiment.

Fig. 3.7 shows the distance between the operator and the agents within the swarm during
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the same experiment. From this graph, we can see that during the experiment, the agents avoided

collision with the operator, respecting the operator’s designated boundary. Fig. 3.8 shows a time

series of the Loco Swarm avoiding collision with the operator as the operator walks through the

center of the flight volume. For a short window beginning at 60s, the operator moves forward

quickly, forcing the Agent 1 to enter the operator’s avoidance radius as can be seen in Fig. 3.8b

and Fig. 3.8c. Agent 1 quickly compensates and exits the operator’s avoidance radius in an effort

to maintain desired distances between the obstacles. Thus, as the operator moves from one end of

the flight volume to the other, the designed swarm velocity controller allows the Loco Swarm to

actively avoid collision with all obstacles, which now include the operator, ensuring the operator’s

safety during control of a cobot swarm while occupying the same workspace. The operator still

maintains control of the aerial swarm via the previously discussed gesture controls as can be seen

at the end of the supplemental material.

3.4 Conclusion

This work presents a novel cobot human swarm interface (HSI) that prioritizes operator

safety while reducing the cognitive load during control of a cobot swarm. The cognitive load

required to control a single drone in the presence of a human occupying a confined space is

quite high. This load is magnified significantly by increasing the number of aerial vehicles being

controlled. The HSI uses EMG-based gesture control to command the position, orientation, and

density of the swarm in both the inertial frame, as well as the operator’s frame, removing the

necessity of controlling multiple agents individually through the use of swarm formation control.

The location of the centroid of the swarm is relayed to the operator via a vibrotactile haptic vest.
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Figure 3.7: Time series of the distance between each agent and the operator during operator
collision avoidance experiment.

Inter-agent as well as agent-operator collisions are prevented through a swarm velocity controller

utilizing a distance-based potential function.

Experimental results demonstrate that an operator can control an aerial swarm while safely

occupying and moving throughout the same workspace. Quantification of cognitive loads is a

worthwhile endeavor for subsequent research. Ongoing and future work is focused on adapting

this HSI to more computationally capable autonomous quadrotors, with an eye towards eliminat-

ing the requirement for infrastructure such as the motion capture system for operator localization

and laptop base station.
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Figure 3.8: Time series (a-d) of the Loco Swarm avoiding collision as an operator walks through
the center of the flight volume. The △ symbol denotes the position of the operator, while the ◦
symbols denote the agents in the swarm. Both the operator and the agents are shown with their
respective repulsive radii of influence. The × symbols represent the assigned goal locations for
the agents.
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Chapter 4: Multi-Sensor Pose and Parameter Estimation for Human-Robot In-

teractions

4.1 Introduction

This chapter investigates the development of a human-robot interface that obtains a user’s

pose as well as other anthropometric measurements useful for human-robot interactions. We

develop a real-time pose tracking solution fusing a single camera and multiple acoustic sensors.

The developed system assimilates visual and acoustic sensor data using an extended Kalman

filter to estimate body dimensions. This system develops the capability to estimate the pose and

body lengths of a user, providing robotic systems with a sense of scale for the individuals they’re

interacting with, as well as information about the user that may be used to develop more intuitive

human-robot interfaces.

This chapter is organized as follows. Section 4.2 introduces the pose estimation meth-

ods employed by both the vision-based system and sound-based system. Section 4.3 describes

the derivation of the state estimation system. Section 4.4 reports the experimental results. The

conclusion and future work are discussed in Section 4.5.
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4.2 Pose Estimation

This section presents the environmental variables as well as the depth and pose estimation

methods used by both the camera and acoustic sensors.

4.2.1 Environment

This system aims to fuse both camera and acoustic sensors to estimate the pose of a

user. The positions of the camera and two acoustic sensors in the inertial frame are denoted

rOC/OI
= (xC, yC, zC)I , rOM1

/OI
= (xM1

, yM1
, zM1

)I , and rOM2
/OI

= (xM2
, yM2

, zM2
)I , respectively. The

rotation matrices from the camera and acoustic sensor frames to the inertial frame are denoted

IRC and IRM , respectively. The landmark locations in the image frame are lN = (uN , vN , wN)P ,

where N = 0, . . . , 32 refers to the individual landmark, uN and vN are the landmark coordinates

on the image plane in pixels, and wN is the MediaPipe estimated landmark depth, which uses

approximately the same scaling factor as uN . The landmark locations in the camera frame are

LN = (xN , yN , zN)C , where N = 0, . . . , 32, paralleling the image plane coordinates. The di-

rection of arrival vectors in the microphone and inertial frame are denoted Θ = (Θx,Θy,Θz)M

and ϑ = (ϑx, ϑy, ϑz)I , respectively. The mean hip position of the user in the camera frame is

rU/OC
= (xU , yU , zU)C , whereas their position in the inertial frame is rU/OI

= (x, y, z)I .

4.2.2 Monocular Position Estimation

MediaPipe provides the 3D points that define the skeletal frame of the user as shown in

Fig. 2.4. Landmarks 11 and 12 (l11, l12) estimate the position of the user’s left and right shoulders,

respectively; landmarks 23 and 24 (l23, l24) estimate the position of the user’s left and right hip,
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respectively. These four landmarks define the user’s torso. The pinhole camera model (2.2) is

used to define rays passing through landmarks on the image plane to the landmarks on the user’s

body. Given the landmark location of the user’s left shoulder, l11 = (u11, v11, w11)P , the landmark

corresponding to the user’s left shoulder in the camera frame L11 = (x11, y11, z11)C is

x11 =

(
u11 − u0

fx

)
z11 y11 =

(
v11 − v0
fy

)
z11 (4.1)

To find the depth of the user in the camera frame, which is equated to the depth zU of

the mean hip position the user, the pinhole camera model is used to generate two rays. One

passing through the midpoint of the shoulder landmarks ls = 1
2
(l11 + l12) = (us, vs, ws)P , while

the other passes through the midpoint of the hip landmarks lh = 1
2
(l23 + l24) = (uh, vh, wh)P .

These two rays are called OcLs and OcLh, respectively, and are defined below and shown in

Fig. 4.1:

OcLs =

[(
us − u0
fx

)
zu,

(
vs − v0
fy

)
zu, zu

]
(4.2)

OcLh =

[(
uh − u0
fx

)
zu,

(
vh − v0
fy

)
zu, zu

]
(4.3)

This model assumes that the user is standing upright as opposed to bending at the hip.

The distance between the two rays is calculated and set equal to a reference length, as shown

in Eqn. (4.4) below. The user’s torso length is chosen as the reference length since it remains

37



Figure 4.1: Estimating depth zU via the geometric relationship between the pinhole camera model
and rays passing through ls and lh.

constant as the user yaws, i.e.,

TL = ∥OcLs −OcLh∥ (4.4)

Given OcLs and OcLh defined in Eqn. (4.2) and (4.3), Eqn. (4.4) is then explicitly solved for zU ,

resulting in the estimated depth

zU =

 TL2[(
us−uh
fx

)2

+
(
vs−vh
fy

)2
]


1
2

(4.5)
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The azimuth θU and elevation ϕU from the camera to the user’s mean hip positon are

θU = tan−1

(
uh − u0
fx

)
ϕU = tan−1

(
vh − v0
fy

)
(4.6)

Given zU , xU = zU tan(θU) and yU = zU tan(ϕU) resulting in the user’s position in the camera

frame rU/OC
= (xU , yU , zU)C . Furthermore, the position in the inertial frame is

rU/OI
=

(
IRC

)
rU/OC

+ rOC/OI
(4.7)

Thus, with prior knowledge of the user’s torso length, the position of the user may be estimated

in both the inertial and camera frames. However, this work does not assume knowledge of the

user’s anthropometric measurements and instead inverts this relationship to develop the vision-

based system’s observation model derived in Appendix A.

4.2.3 Sound-based Position Estimation

Two microphone arrays are utilized to localize the user in the environment. Given the mi-

crophone arrays’ positions in the inertial frame rOM1
/OI

= (xM1
, yM1

, zM1
)I , rOM2

/OI
= (xM2

, yM2
, zM2

)I ,

their rotation matrices from their frames to the inertial frame IRM1 , IRM2 , and their calculated

directions of arrival in their respective microphone array frames Θ1,Θ2, the 2D position (x, y) of
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the user in the inertial frame may be found as shown below:

ϑ1 =
(
IRM1

)
Θ1, θ1 = tan−1

(
ϑ1,y

ϑ1,x

)
(4.8)

ϑ2 =
(
IRM2

)
Θ2, θ2 = tan−1

(
ϑ2,y

ϑ2,x

)
(4.9)

x = (yM2
−yM1

)+(xM1
tan(θ1)−xM2

tan(θ2))

tan(θ1)−tan(θ2)
(4.10)

y = (x− xM1
) tan (θ1) + yM1

(4.11)

where ϑ1, ϑ2 are the direction-of-arrival vectors in the inertial frame, θ1, θ2 are the directions of

arrival in the inertial frame, and (x, y) is the 2D position of user in the inertial frame.

4.3 State Estimation

The extended Kalman filter (EKF) is a nonlinear extension of the Kalman filter [91]. Given

a nonlinear system, an EKF linearizes the original nonlinear filter dynamics around the previous

state estimates to estimate the current state of a nonlinear system given noisy measurements [92].

The EKF implemented in this work follows the standard Continuous-Discrete Extended Kalman

Filter described in [91].

4.3.1 Measurement Bias and User Parameters

In this work, we augment the state vector by incorporating bias states to estimate the con-

stant error offsets in measurements and user parameters. Let ∆1 and ∆2 represent the biases in

direction of arrival measurements as shown in Fig. 4.2a. These biases are added to compensate

for any errors in the estimated poses of the microphones. Fig. 4.2b shows the model used to de-
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fine the relationship between the user’s torso length TL, chest width CW, and hip width HW. To

estimate the user’s parameters, nominal values for the torso length TL and chest width CW are se-

lected, and bias terms ∆3 and ∆4 are added to these nominal values to estimate the error in these

selected values against the user’s true dimensions. No bias term was added to correct errors in

estimation of hip width, because the focus of this work is on developing common communication

methodologies, few if any of which use hip gestures.

(a) (b)

Figure 4.2: (a) Microphone array
1 measuring direction of arrival θ1 with additive bias term ∆1 estimating the measurement bias;
(b) model used to define user parameters for online estimation showing the relationship between

the user parameters and their respective biases.

4.3.2 Measurement and State Definition

The measurements provided to this system are the directions of arrival θ1, θ2, the user

heading ψ, and the relevant image plane MediaPipe landmarks u11, v11, u12, v12, u23, v23, u24, v24.
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Thus, the measurement vector η for this system is as follows:

η = (θ1, θ2, ψ, u11, v11, u12, v12, u23, v23, u24, v24) (4.12)

The state vector for this system ξ is

ξ = (x, y, z, ψ,∆1,∆2,∆3,∆4, s) (4.13)

where (x, y, z) is the position of the user in the inertial frame, ψ is the heading in the environ-

ment, ∆1 and ∆2 are the bias estimates associated with the direction of arrival measurements for

microphone arrays 1 and 2 respectively, and ∆3 and ∆4 are the bias estimates associated with the

torso length TL and chest width CW estimates, respectively.

4.3.3 Kinematic Model

The user is modeled as a constant-speed variable-heading planar rigid body, as shown in

Fig. 4.3. The states (x, y) are the position of the user, ψ is the heading, and s is the speed. Assume

the velocity is aligned with the user’s direction of travel.

The dynamics for the user are



ẋ

ẏ

ψ̇

ṡ


=



−s sin (ψ)

−s cos (ψ)

0

0


(4.14)
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Figure 4.3: Kinematic model of the user

4.3.4 State Transition Model and Matrix

Given the user dynamics (4.14), the state transition model for the EKF is

ξ̇ = f (ξ) =



ẋ

ẏ

ż

ψ̇

∆̇1

∆̇2

∆̇3

∆̇4

ṡ



=



−s sin (ψ)

−s cos (ψ)

0

0

0

0

0

0

0



(4.15)
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Let F = ∂f
∂ξ

|ξ=ξ̂. We have the state transition matrix

F =


0 0 0 −ŝ cos(ψ̂) 0 0 0 0 − sin(ψ̂)

0 0 0 ŝ sin(ψ̂) 0 0 0 0 − cos(ψ̂)

07×9

 (4.16)

where ψ̂ and ŝ are the heading and speed estimates, respectively.

4.3.5 Observation Models and Matrices

Given the estimated states, the heading and observed landmarks in the image frame can be

derived. The structure for the observation model from the vision-based system is shown below.

The explicit definition can be found in Appendix A. We have

η = hMP (ξ) =



02×1

ψ

u11 (x, y, z, ψ,∆4)

v11 (x, y, z,∆3)

u12 (x, y, z, ψ,∆4)

v12 (x, y, z,∆3)

u23 (x, y, z, ψ)

v23 (x, y, z, )

u24 (x, y, z, ψ)

v24 (x, y, z)



(4.17)
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Let HMP = ∂hMP

∂ξ
|ξ=ξ̂. We have

HMP =



02×9

0 0 0 1 0 0 0 0 0

∂u11
∂x̂

∂u11
∂ŷ

∂u11
∂ẑ

∂u11
∂ψ̂

0 0 0 ∂u11
∂∆̂4

0

∂v11
∂x̂

∂v11
∂ŷ

∂v11
∂ẑ

0 0 0 ∂u11
∂∆̂3

0 0

∂u12
∂x̂

∂u12
∂ŷ

∂u12
∂ẑ

∂u12
∂ψ̂

0 0 0 ∂u12
∂∆̂4

0

∂v12
∂x̂

∂v12
∂ŷ

∂v12
∂ẑ

0 0 0 ∂u12
∂∆̂3

0 0

∂u23
∂x̂

∂u23
∂ŷ

∂u23
∂ẑ

∂u23
∂ψ̂

0 0 0 0 0

∂v23
∂x̂

∂v23
∂ŷ

∂v23
∂ẑ

0 0 0 0 0 0

∂u24
∂x̂

∂u24
∂ŷ

∂u24
∂ẑ

∂u24
∂ψ̂

0 0 0 0 0

∂v24
∂x̂

∂v24
∂ŷ

∂v24
∂ẑ

0 0 0 0 0 0



(4.18)

Given the known positions of the microphone arrays and the estimated states, the observed

directions of arrival can be found as follows. The observation model from the acoustic system is

η = hODAS (ξ) =


θ1 (x, y,∆1)

θ2 (x, y,∆2)

09×1


(4.19)

=


tan−1

(
y−yM1

x−xM1

)
−∆1

tan−1
(
y−yM2

x−xM2

)
−∆2

09×1


Let HODAS = ∂hODAS

∂ξ
|ξ=ξ̂. We have
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HODAS =


∂θ1
∂x̂

∂θ1
∂ŷ

0 0 −1 0 0 0 0

∂θ2
∂x̂

∂θ2
∂ŷ

0 0 0 −1 0 0 0

09×9

 (4.20)

4.4 Experimental Results

The following experiments were conducted to demonstrate the position estimation capabil-

ities of the vision and acoustic systems individually, and the pose estimation capabilities of the

sensor fusion EKF.

4.4.1 Experimental Setup

The system shown in these results is made up of two UMA-8 microphone arrays with a

baseline separation of 2m and a webcam from a Gen8 ThinkPad X1 Carbon. Fig. 4.4 shows the

relevant reference frames, estimated states, and experimental setup.

4.4.2 Monocular Position Estimation

In the first experiment, the position estimation capabilities of the monocular system de-

scribed in Section 4.2.2 are demonstrated. The user walked throughout the environment using a

lawnmower pattern, while recording their estimated and ground truth positions. Fig. 4.5 shows

a heat map depicting the error in the estimated position versus ground truth. Throughout the

experiment, the camera was rigidly mounted, thus the system is limited to the visibility within

the camera’s viewing angle, resulting in a conical heat map. This experiment demonstrates that
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Figure 4.4: Experimental setup showing the locations and reference frames of the sensors, as
well the estimated EKF states in the environment.

as long as the user is visible to the camera system, the user’s position can be estimated with

estimation error that increases with range.

Figure 4.5: Heat map showing the error in position estimation when using the vision-based sys-
tem.
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4.4.3 Sound-based Position Estimation

In the second experiment, the position estimation capabilities of the sound-based system as

described in Section 4.2.3 are demonstrated. The user walked throughout the environment using

a lawnmower pattern and held a speaker near the center of their chest to continuously provide

sound for the direction of arrival calculations, while recording their estimated and ground truth

positions. Fig. 4.6 shows a heat map depicting the error in the estimated position versus ground

truth. This experiment demonstrates that as long as the user can be heard by the sound-based

system, the user’s position can be estimated with increased errors on the line passing between the

two microphone arrays.

Figure 4.6: Heat map showing the error in position estimation when using the sound-based sys-
tem.
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4.4.4 EKF-based User Pose Estimation

In the third experiment, the pose estimation capabilities of the sensor fusion EKF described

in Section 4.3 are demonstrated. Throughout this 5-minute experiment, the user performed a

number of maneuvers to rigorously examine the capabilities of the system. From 0s to 20s, the

user was initializing the system and walking into place. From 20s to 115s, the user performed a

zig-zag maneuver along the X-axis while standing still for 15s after each movement. From 115s

to 150s, the user walked in a circle. From 150s to 210s, the user was stationary. From 210s

to 235s, the user walked in a serpentine pattern along the X-axis. From 235s to 300s, the user

walked randomly throughout the environment. Fig. 4.7 shows the position (x, y), heading ψ, and

speed s, estimates of the user throughout the 5-minute interval during experiment 3.

The average error throughout experiment 3 for the three position estimation systems are in

Tab. 4.1

x(m) y(m) ψ(deg)
Vision-based 0.5047 -0.0566 -3.9895
Sound-based -0.4527 -0.1524 -

EKF -0.1681 -0.0504 12.0425

Table 4.1: Position and heading error comparison between the vision-based, sound-based, and
EKF systems.

Fig. 4.8 shows the estimated biases for the microphones as well as the user parameters.

The user for this experiment had a measured torso length (TL) of 23in (0.5842m), a chest width

(CW) of 18in (0.4572m), and a hip width (HW) of 14in (0.3556m). The EKF was provided

with nominal values of 0.6m, 0.5m, and 0.3m. Given mean estimated biases of -0.1176m and

-0.0020m, the estimated torso length of the user was 0.7176m and the estimated chest width of
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Figure 4.7: Time series showing the estimated position (x, y), heading ψ, and speed s, of the user
throughout experiment 3. The red, magenta, black, and blue lines represent the estimated states
from the vision-based, sound-based, EKF, and ground truth systems respectively.

the user was 0.5020m. This experiment demonstrates that the sensor fusion EKF can be used to

estimate the pose as well user parameters online.

4.4.5 Human Robot Interface

In the fourth experiment, the pose and user parameter estimation capabilities of the sensor

fusion EKF are utilized in conjunction with the MediaPipe skeletal frame to demonstrate the use

of this system in a human-robot interface. The user is tasked with pointing at a white bucket in the

environment and the location that the user is pointing at is estimated. The mean hip position of the
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Figure 4.8: Time series showing the estimated sensor and user parameter biases throughout ex-
periment 3. DoA1 and DoA2 refer to the sensor biases for the direction of arrival measurements,
and TL and CW refer to the parameter biases for the user’s torso length and chest width.

MediaPipe skeletal frame is positioned at the EKF’s estimated position of the user. The skeletal

frame is then scaled such that the chest width of the skeletal frame (0.3212m) is equivalent to

the user’s estimated chest width (0.5020m). The skeletal frame is then shifted vertically along

the Z-axis such that the average position of the feet landmarks (lm29, lm30, lm31, lm32) are zero.

Once the frame has been properly scaled and positioned, a pointing ray from the user’s shoulder

to their wrist is generated, and the intersection between that ray and the floor may be calculated.

Fig. 4.9 and Fig. 4.10 show an image from the video feed provided to the system as well as

the 3D reconstruction of the system estimating the ground point. The white bucket is located at

(4.58m, 3.48m). The estimated location that the user is pointing at is (4.60m, 3.27m) resulting in

an error of 0.21m. This experiment demonstrates that the proposed system can be used to estimate

where the user is pointing, potentially providing contextual information to robotic system about

a user intention.
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Figure 4.9: Image from the video feed provided to MediaPipe depicting the user pointing at an
object (white bucket) of interest. The red LEDs on the user’s chest is a VICON wand, used to
collect ground truth position and orientation data.

Figure 4.10: 3D reconstruction of the user’s MediaPipe skeletal frame using the estimated pose
and biases from the EKF to estimate the ground position the user is pointing at as shown in
Fig. 4.9. The red and blue lines are the pointing rays generated from the user’s pose estimation
and ground truth system, respectively, whereas the magenta and green markers are the locations
of the camera and ground truth location for the white bucket respectively.
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4.5 Conclusion

Human pose recognition and estimation is a common task in computer vision and a key

step in enabling safe and intuitive human-robot interfaces. One challenge is providing mobile

robotic systems with the capabilities to localize and interact with users in their environment

intuitively. This work presents a novel method for obtaining the pose as well as anthropometric

measurements of a user. A camera and a keypoint detection package are used to estimate the

depth and pose of a user. Multiple acoustic sensors are used to also localize the user. State

augmentation within an EKF was used to fuse these estimates while also solving for the user’s

torso length and chest width.

Experimental results demonstrate that this system can successfully estimate the pose, mea-

surement biases, and body lengths of a user. Additional experiments demonstrate the sensor

fusion system’s adaptability to a human-robot interface. Ongoing and future work is focused

on conducting experiments with a diverse range of users to validate this framework’s usability

for estimating pose and anthropometric measurements, as well as adapting this system to mobile

platforms.
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Chapter 5: Command and Control of an Outdoor Swarm via a Mobile Interface

5.1 Introduction

This chapter investigates the development of a portable device, the smart binoculars, de-

signed to facilitate interactions between users and multi-agent autonomous systems in dynamic

outdoor environments. Traditional ground control stations offer users a number of useful func-

tionalities but are often limited by the mobility of their computational hardware. The smart binoc-

ulars allow a user to select desired locations and assign tasks for robotic systems to complete at

those locations, facilitating the command and control of multi-agent systems for line-of-sight

operations.

This chapter is organized as follows. Section 5.2 introduces the smart binoculars, the in-

volved hardware, target localization associated functionalities, and reviews the evolution of the

system. Section 5.3 reports the experimental results. The conclusion and future work are dis-

cussed in Section 5.4.

5.2 System Design

This section outlines the hardware used in the smart binoculars, details the process for

determining outdoor coordinates, reviews their task assignment capabilities, and describes the
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evolution of the system throughout the design process.

5.2.1 Hardware Design

The smart binocular system is composed of six distinct pieces of hardware. The Hireed

D800, a long-range laser-based distance sensor, is used to measure the distance between the

user and a desired location within range. The Holybro H-RTK F9P Helical [93] provides our

system with the capability to measure the magnetic heading of the smart binoculars and localize

the operator in the global frame. The Adafruit ISM330DHCX + LIS3MDL Featherwing [94],

a high precision 9-DoF IMU, is used to measure the orientation of the smart binoculars while a

user targets a location. A Raspberry Pi 4 [95] is used to collate the lidar, GPS, and IMU data

to estimate the location a user is targeting. Mechanical lever switches are used to capture the

location the user is currently targeting. The system communicates to the mobile platforms as

well as a ground station via a Doodle Radio Mini [96]. Fig. 5.1 shows the assembled smart

binocular.

5.2.2 Target Acquisition

This system aims to estimate the location a user is targeting and provide commands for

multi-agent systems to carry out at that location. The geographic position of the user and the

targeted locations are denoted (lat0, lon0) and (latn, lonn), respectively, where n = 1 . . . N

refers to the number of targeted locations selected by the user. Given the elevation of the smart

binocular θ and the range to a target ρlidar, the geographic range to a target can be found as shown

in Fig. 5.2 given the following relationship: ρ = ρlidar ∗ cos (θ). Given the geographic location
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Figure 5.1: Smart binoculars (SB-V4)

of the user (lat0, lon0), the geographic range to the target ρlidar, and the magnetic heading β,

targeted locations (latn, lonn) can be estimated using the relationship defined in Eqn. 2.3 and

2.4.

Figure 5.2: Diagram showing relationship between lidar range ρlidar and geospatial range ρ
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5.2.3 Task Assignment

The targeted positions (latn, lonn) are recorded on board the smart binoculars. Once the

desired number of locations have been recorded, they are sent to the ground control station to

either send to autonomous agents as waypoints to be visited or define a search area. Examples of

both engagements can be seen in Fig. 5.3.

(a) (b)

Figure 5.3: Example engagements of the smart binoculars being used to select (a) single and (b)
multiple locations for task assignment.

5.2.4 Smart Binocular Evolution

The smart binocular system has evolved in both functionality and capability. The original

smart binocular (SB-V1) shown in Fig. 5.4a was designed to facilitate localizing a target. While

aiming at the target, a second operator at the ground control station recorded the target’s coor-

dinates and relayed them to an Unmanned Aerial Vehicle (UAV). The UAV then launched, flew

to the provided waypoint, and returned to the takeoff location. This prototype acted as a proof

of concept demonstrating the usability and effectiveness of a mobile outdoor HSI. With the in-

troduction of a mechanical levers on the SB-V2 shown in Fig. 5.4b, we introduced the capability

to select and record desired waypoints. This upgrade allowed the smart binoculars to not only
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control the position of a UAV but reposition the UAV dynamically during live operation. The

SB-V3 shown in Fig. 5.4c builds upon the SB-V2’s design and enhances overall performance.

The lidar rangefinder was upgraded, increasing the targeting range from 50m to 100m. The

communication system transitioned from Microhard Radios to Doodle Radios, enabling the sys-

tem’s integration into multi-agent mesh networks. The onboard computation was shifted from

a ModalAI VOXL2 [97] to a Raspberry Pi 4, facilitating unrestricted access to serial devices

and streamlining development and deployment. The SB-V4 shown in Fig. 5.4d maintains the

overall design and structure of the SB-V3 but utilizes higher quality sensors to improve overall

performance. The GNSS module was upgraded to increase the accuracy of the binocular’s GPS

location and heading. The lidar was upgraded to extend the targeting range from 100m to 200m.

Tab. 5.1 shows the evolution of the smart binocular and compares the hardware and capabilities

of each model.

(a) (b) (c) (d)

Figure 5.4: (a) SB-V1, (b) SB-V2, (c) SB-V3, (d) SB-V4
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Name Dev. Date Range Comm. Comp. Tgt.
Loc.

Tgt.
Sel.

Pos.
Ctrl.

Task.
Ass.

SB-V1 Jul 2022 50m Microhard VOXL2 Y N N N
SB-V2 Aug 2023 50m Microhard VOXL2 Y Y Y N
SB-V3 Mar 2024 100m Doodle Rasp. Pi 4 Y Y Y Y
SB-V4 Aug 2024 200m Doodle Rasp. Pi 4 Y Y Y Y

Table 5.1: Evolution of the smart binocular’s functionalities and capabilities.

5.3 Experimental Results

The following experiment was conducted to demonstrate the target selection, single agent,

and multi-agent reposition capabilities.

5.3.1 Experimental Setup

The system shown in these results is made up of two ModalAI M500 Drones [98] running

a custom written autonomy stack, the smart binoculars (SB-V2) described in Sec. 5.2.4, and a

ground control station. Fig. 5.5 shows an aerial view of the experiment site. The user targets four

points of interest (A-D) and sends either an individual or multi-agent system to those points.

5.3.2 Smart Binocular Positional Control

In this experiment, the positional control capabilities of the smart binoculars are demon-

strated. During the first phase of this experiment, the user walked along the tarmac, targeting

specific points of interest. As the coordinates were selected and transmitted to the UAVs, the

swarm autonomously navigated to the designated locations such that the center of the formation

was above the targeted coordinates. The aerial swarm employed the previously defined multi-

agent formation and swarm velocity controller described in Sec. 3.2. Fig. 5.6 illustrates a time
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Figure 5.5: Aerial map showing outdoor experiment site, symbol definitions, and relevant points
of interest

series of the UAVs trajectories, as seen from above, during the swarm reposition experiment.

These results show that an operator can effectively control a swarm’s position while moving

outdoors using the smart binoculars.

During the second phase of the experiment, the user continued walking along the tarmac,

targeting specific points of interest. As the coordinates were selected, the user also selected which

agent to transmit the coordinates to, displaying positional control of an individual agent within a

swarm. Next the user selected another location to relocate the entire swarm to.
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Figure 5.6: Smart binocular repositioning aerial swarm to point A and point B

Fig. 5.7 illustrates a time series of the UAVs trajectories, as seen from above, during the

swarm disassembly and reassembly experiment. These results show that an operator can effec-

tively control the position of both an individual agent as well as swarm’s position while moving

outdoors using the smart binoculars.

Figure 5.7: Smart binoculars repositioning agent 1 to point C and regrouping aerial swarm at
point D
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5.4 Conclusion

This work presents a novel method for providing a user with the capability to control the

position of a multi-robot system outdoors. The rangefinder capabilities of the smart binoculars

were used to obtain the targeted outdoor coordinates. The previously developed swarm velocity

controller was utilized in conjunction with the task assignment system to designate tasks for the

multi-agent systems to complete at their appointed locations.

Experimental results demonstrate that this system can successfully estimate the coordi-

nates for a target location outdoors. The captured coordinates were relayed to a swarm of UAVs

to display positional control of a multi-agent system. Ongoing and future work is focused on

implementing voice-based control on the smart binoculars, as well as developing the ability for

the smart binoculars to communicate directly with robotic systems as opposed to relying on a

ground control stations to facilitate multi-agent control.
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Chapter 6: Conclusion

Overall, this dissertation investigates human-robot interfaces for single and multi-agent

systems. We explore positional and swarm state control as well as collision avoidance for in-

door applications in confined spaces, and target localization and task assignment for outdoor

multi-agent applications. We also studied pose and body parameter estimation to enable more

intuitive interactions between users and robotic systems. These systems not only work to in-

crease a user’s control over robotic systems but enhance our interactions with them and expand

our understanding of what these systems require for intuitive human-robot communication. This

research was conducted using concepts from linear and nonlinear control theory, classical me-

chanics, autonomous robotics, human factors, and state estimation. Chapter 3 developed a cobot

human swarm interface that prioritizes operator safety while reducing the cognitive load during

control of a cobot swarm in a confined space. Experiments demonstrated that the developed in-

terface enables position control of an aerial swarm as well as collision avoidance throughout the

user’s interactions with the swarm. Chapter 4 developed a method for estimating the pose as well

as anthropometric measurements of a user. The estimated pose was used to estimate the location

a user was pointing at, as an example application of this system’s use in an intuitive human-robot

interface. Chapter 5 demonstrated the use of the smart binoculars in selecting outdoor locations

and assigning a multi-agent system with a task to complete at the targeted locations.
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6.1 Summary of Contributions

This section summarizes the main contributions and results presented in this dissertation.

First, I summarize the work presented in Chapter 3 and propose some ideas for future work in

pose estimation. Second, I summarize the work in Chapter 4 and propose some future experi-

ments with a diverse range of users to further validate the framework’s usability for estimating

pose and anthropometric measurements, as well as adapting this system to mobile platforms.

Lastly, I summarize Chapter 5.

6.1.1 Safe Operations of an Aerial Swarm via a Cobot Human Swarm Interface

Command and control of an aerial swarm is a complex task which increases in difficulty

when the flight volume is restricted, and the swarm and operator inhabit the same workspace. We

present a novel human swarm interface (HSI) that utilizes gesture control and haptic feedback to

interact with and control a swarm of quadrotors in a confined space. This human swarm interface

prioritizes operator safety while reducing the cognitive load during control of an aerial swarm.

The presented control strategy utilized gestures to dynamically control the swarm’s for-

mation. The OYMotion gForcePro+, an electromyography (EMG) gesture recognition cuff de-

scribed in Sec. 2.1.1, was trained on desired gestures shown in Fig. 3.2.2. These gestures were

assigned commands that controlled the swarm’s position, orientation, and density.

The swarm’s formations were defined per the number of agents as shown in Fig. 3.1. While

the formations were predefined, no agent was assigned a specific location within the formation.

As the user performed gestures to alter the swarm’s formation, the assignment problem is solved

between the agents’ initial (pre-gesture) and final (post-gesture) positions. The Munkres assign-
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ment algorithm was used to minimize the distance each agent had to travel to complete the new

formation.

A swarm velocity controller was developed to safely navigate agents from their initial to

goal positions, while circumventing obstacles in their environments. The controller consists of

an attractive potential enabling agents to move to their goal locations at a constant velocity, and

an obstacle-avoidance potential allowing agents to safely avoid obstacles while moving towards

their goal.

Haptic feedback was provided to the user through the bHaptcs TactSuit X40 shown in

Sec. 2.1.3. The location of the swarm’s center of mass was provided to the user by correlating its

position in the environment to the motors on the haptic vest as shown in Fig. 3.3.

The results presented in Sec. 3.3.2 show that our HSI can successfully control the position,

orientation, and density of a swarm in the global frame, or a frame fixed to the environment.

Unfortunately, this methodology constrained our movements to a predefined discretized grid.

One way to avoid that constraint was to base the control of the swarm on the position of the

operator as opposed to a global frame.

The results presented in Sec. 3.3.3 demonstrate our system’s reposition capabilities in the

operator-frame. The user walks throughout the environment, points to a desired location, per-

forms the required gesture, and the swarm successfully navigates to that location.

One major concern for cobot systems in a confined space is the safety of the operator

during their interactions. That safety was enforced through our experiments through the devel-

oped swarm velocity controller. During the third experiment presented in Sec. 3.3.4, the user

walked around and through an aerial swarm in flight. Fig. 3.6 and Fig. 3.7 show inter-agent

and agent-operator distances. Throughout the experiment, the agents maintained their formation
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while avoiding collision with the user.

While the proposed work demonstrates that an operator can safely and intuitively control

a swarm of aerial robots in the same workspace, there is an underlying reliance on a motion

capture system to provide the user’s pose to the swarm. We next approached the problem of

developing the capability for an autonomous system to estimate a user’s pose to enable more

intuitive interactions.

6.1.2 Multi-Sensor Pose and Parameter Estimation

A human-robot interface (HRI) is the mechanism by which humans and robots interact

and communicate. The field of human-robot interactions explores these interfaces in an effort

to optimize the utility of robots, while communicating the user’s intentions intuitively. A key

challenge in the field of human-robot interactions is the estimation of the user’s pose, i.e., body

position and orientation, and size. Motivated by the work presented in [69] and Chapter 3 which

relies on a motion capture system to estimate user pose, this work describes a sensor-fusion

framework that estimates the pose of a user as well as their torso length and chest width.

The presented estimation framework utilized visual sensors as well as acoustic sensors. A

camera paired with MediaPipe Pose Landmarker, a computer vision software package described

in Sec. 2.2.2, detected, identified, and tracked the user’s body landmarks given a video feed.

These landmarks, in conjunction with the pinhole camera model were used to develop a monoc-

ular depth estimation framework, assuming the system had prior knowledge of the user’s torso

length. Sec. 4.2.2 shows this derivation as well as how the depth was leveraged to estimate the

position of the user. Two acoustic sensors were utilized to localize the user in the environment.
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Each microphone array provided the system with a 3D unit vector in the direction of the de-

tected sound source. Given the microphone arrays’ positions, orientations, and their calculated

directions of arrival, the 2D position (x,y) of the user was found as shown in Sec. 4.2.3.

Given a nonlinear system, an EKF linearizes the original nonlinear filter dynamics around

the previous state estimates to estimate the current state of a nonlinear system given noisy mea-

surements. In our work we added four bias states to the state vector to estimate the constant

error offset in measurements as well as user parameters; two for the direction of arrival mea-

surements and two to estimate the user’s body lengths. Bias terms are often used to estimate

measurement deviations from expected values. The novelty in this work lies in the definition of

the bias terms themselves. By setting nominally chosen values of the torso length and chest width

as the expected values, and the measurement deviations of the user’s body lengths as the biases,

the user’s body lengths can be approximated by subtracting the estimated bias from the expected

values. Thus, the EKF provides a method to estimate the user chest width and torso length, in

conjunction with user pose. The dynamics and filter equations of the proposed EKF are shown in

Sec. 4.3.

Results from vision-only and sound-only position estimation experiments show that both

systems accurately estimate the position of the user independently. One drawback to the vision-

only system is that the position estimation capabilities are limited to the camera’s viewing angle

as shown in Fig. 4.5. While the sound-only system is not limited to any viewing angle as shown

in Fig. 4.5, since it estimates the 2D position (x, y), it does not provide the system with an

orientation ψ estimate like the vision-based system does. By fusing these two systems, we can

accurately track the pose of a user in our described environment. Fig. 4.7 presents a 5-minute

experiment where the position (x, y), orientation ψ, and speed s of a user was tracked as they
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walk throughout the environment performing various maneuvers. The estimated biases for the

microphones and user parameters are shown in Fig. 4.8. Given the mean estimated biases, we

show that this system successfully estimates the torso length and chest width of the user. This

experiment demonstrates that the sensor fusion EKF can be used to estimate the pose as well user

parameters online.

Next, we demonstrate how the estimated user parameters could be used to develop an intu-

itive human-robot interface. The user is tasked with pointing at a white bucket in the environment

and the location the user is pointing at is estimated. Fig. 4.9 and Fig. 4.10 show an image feed

provided to the system as well as the 3D reconstruction of the system estimating the ground point.

This experiment demonstrates that the proposed system can be used to estimate where the user is

pointing, potentially providing contextual information to robotic system about a user’s intention.

6.1.3 Outdoor Target Selection-based Human Swarm Interface

While human swarm interfaces (HSIs) and human-robot interfaces (HRIs) have been ex-

tensively researched for indoor laboratory environments, their application in outdoor settings

remain largely unexplored. Unstructured terrain and varying environmental conditions introduce

numerous external factors that impact the usability and effectiveness of these systems. Another

challenge is designing these systems to be mobile and easily used by a single operator. We

present the smart binoculars, a portable device designed to facilitate interactions between users

and multi-agent autonomous systems, particularly in outdoor and dynamic environments. Given

a location of interest, the smart binoculars will allow a user to send autonomous systems to those

locations, within line of sight, to complete desired tasks.
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The presented system utilizes an onboard GPS module to localize the user, and a rangefinder

to measure the distance to a location the user is targeting. Once the user’s coordinates and range

to target are captured, an onboard 9-DoF IMU is used to estimate the orientation and heading

of the smart binoculars. Given the range, user’s coordinates, and magnetic heading, the terminal

coordinates for a target are estimated as described in Sec. 5.2.2. The smart binoculars use me-

chanical switches to provide the user with a method to select desired locations and a Doodle Mini

to communicate with the autonomous systems and ground control station.

The smart binoculars will provide an interface for users in the field to interact with mobile

robotic systems for line-of-sight operations. Given a location of interest, users will target the

location and record the coordinates. Once the desired number of coordinates are recorded, they

are sent to the ground control station to either send to autonomous agents as waypoints or define

a search area. Sec. 5.2.3 provides examples of these engagements.

The smart binoculars have evolved in both functionality and capability as discussed in

Sec. 5.2.4. Initially, the SB-V1 provided target localization capabilities and demonstrated the

feasibility of a mobile outdoor human-swarm interface (HSI). The SB-V2 introduced mechanical

levers that allowed users to select and record waypoints, enabling dynamic UAV repositioning

during operation. The SB-V3 further enhanced performance with an upgraded rangefinder and

transitioning to Doodle Radios for improved communication and integration into multi-agent

mesh networks. The SB-V4 maintained the overall design and structure of the SB-V3 but utilized

higher quality sensors to improve overall performance.

The results presented in Sec. 5.3 demonstrate the smart binoculars’ ability to target desired

locations and control the positions of a multi-agent systems. Fig. 5.6 shows that an operator can

effectively control a swarm’s position while moving outdoors using the smart binoculars. Fig. 5.7
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shows that an operator can effectively control the position of both an individual agent as well as a

swarm’s position, giving the user the ability to split and regroup multi-agent systems for a variety

of tasks.

6.2 Ongoing and Future Work

As autonomous systems become more engrained in our society, studying how users interact

with these systems and how these systems perceive and comprehend a user’s intentions has be-

come a field of study in its own right. The Cobot HSI enabled an operator to safely and intuitively

control a swarm of aerial robots using gestures control, while occupying the same workspace. Fu-

ture work aims to adapt this HSI to more computationally capable autonomous systems, enabling

applications beyond controlled laboratory environments.

The current dependence on a motion capture system also motivated the development of an

HRI framework that does not rely on experimental infrastructure to facilitate human-robot inter-

actions. We developed an HRI that estimated both the pose and anthropometric measurements

of a user. While the proposed framework’s usability was demonstrated through experimentation,

future work is focused on conducting experiments with a diverse range of users to validate this

framework’s utility for estimating pose and anthropometric measurements for a wide array of

individuals. Another area of interest is in adapting this framework to mobile platforms, allowing

autonomous systems to utilize this capability to enable new forms of interactions, furthering the

field of HRI.

The smart binoculars provide users the ability to command and control outdoor multi-agent

systems, without compromising their situational awareness, empowering them to leverage their
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on-the-ground knowledge for improved decision-making. Future efforts will focus on developing

more fluid methods for the user to intact with the smart binoculars, streamlining overall opera-

tional efficiency. One method is using the operator’s voice to capture a point or designate a

task to the system the user is interacting with. Another area of interest is eliminating the need

for a ground control station all together and developing more intuitive methods for the user and

autonomous systems to interact in these diverse outdoor environment.
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Appendix A: Vision-based System’s Observation Model

A.1 Vision-based System’s Observation Model

Observed Heading: Given the 3D landmarks of the shoulders and hips (l11, l12, l23, l24)

from MediaPipe, the heading is calculated directly as shown below:

ls =
1

2
(l11 + l12) , lh =

1

2
(l23 + l24) (A.1)

ψchest = tan− 1

(
w11 − ws
u11 − us

)
(A.2)

ψhips = tan− 1

(
w23 − wh
u23 − uh

)
(A.3)

ψ =
1

2
(ψchest + ψhips) (A.4)

Transforming Position Estimate From Inertial to Camera Frame: Given a position estimate

of the user in the inertial frame rU/OI
= (x, y, z), the position estimate in the camera frame

rU/OC
= (xU , yU , zU) is:

rU/OC
= CRI (rU/OI

− rOC/OI
) (A.5)
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xU = CRI
(1,1:3) (rU/OI

− rOC/OI
) (A.6)

yU = CRI
(2,1:3) (rU/OI

− rOC/OI
) (A.7)

zU = CRI
(3,1:3) (rU/OI

− rOC/OI
) (A.8)

xU =CRI
(1,1) (x− xOC/OI

)+

CRI
(1,2) (y − yOC/OI

)+ (A.9)

CRI
(1,3) (z − zOC/OI

)

yU and zU can be solved for explicitly in a similar fashion. This position is the position of the

user’s hips in the camera frame.

Finding Landmarker World Position Estimate in Camera Frame: Given the position of

the user’s hips in the camera frame rU/OC
= (xU , yU , zU), the position of the hip and shoulder

landmarks in the camera frame (L11,L12,L23,L24) can be solved for as shown below:

xn = xU ±
1

2
BL cos (ψ) (A.10)

yn = yU −BL (A.11)

zn = zU (A.12)

where Tab. A.1 shows the relevant body lengths (BL) used to solve for the two shoulder landmarks

(11 and 12), and the two hip landmarks (23 and 24).

Finding Landmark Position Estimate in Image Plane: Once all landmarks have been
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n un vn
11 CW +∆4 − (TL+∆3)
12 − (CW +∆4) − (TL+∆3)
23 HW 0
24 − (HW ) 0

Table A.1: Body lengths used to solve for the landmark positions in the camera frame.

solved for, the Pinhole Camera Model (Eqn. 2.2) is used to explicitly solve for the estimated

locations of the landmarks in the image frame as shown below:

u11 = fx

(
xU +

1
2
(CW +∆4) cos (ψ)

zU

)
+ u0 (A.13)

v11 = fy

(
yU − (TL+∆3)

zU

)
+ v0 (A.14)

u12 = fx

(
xU − 1

2
(CW +∆4) cos (ψ)

zU

)
+ u0 (A.15)

v12 = fy

(
yU − (TL+∆3)

zU

)
+ v0 (A.16)

u23 = fx

(
xU +

1
2
HW

zU

)
+ u0 (A.17)

v23 = fy

(
yU
zU

)
+ v0 (A.18)

u24 = fx

(
xU − 1

2
HW

zU

)
+ u0 (A.19)

v24 = fy

(
yU
zU

)
+ v0 (A.20)
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